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INTRO

Medicine	is	broken.	And	I	genuinely	believe	that	if	patients	and	the	public	ever
fully	 understand	 what	 has	 been	 done	 to	 them	 –	 what	 doctors,	 academics	 and
regulators	have	permitted	–	they	will	be	angry.	On	this,	only	you	can	judge.
We	like	to	imagine	that	medicine	is	based	on	evidence,	and	the	results	of	fair

tests.	In	reality,	those	tests	are	often	profoundly	flawed.	We	like	to	imagine	that
doctors	 are	 familiar	with	 the	 research	 literature,	when	 in	 reality	much	 of	 it	 is
hidden	from	them	by	drug	companies.	We	like	to	imagine	that	doctors	are	well-
educated,	when	in	reality	much	of	their	education	is	funded	by	industry.	We	like
to	 imagine	 that	 regulators	 only	 let	 effective	 drugs	 onto	 the	 market,	 when	 in
reality	they	approve	hopeless	drugs,	with	data	on	side	effects	casually	withheld
from	doctors	and	patients.
I’m	 going	 to	 tell	 you	 how	 medicine	 works,	 just	 over	 the	 page,	 in	 one

paragraph	that	will	seem	so	absurd,	so	ludicrously	appalling,	that	when	you	read
it,	you’ll	probably	assume	I’m	exaggerating.	We’re	going	to	see	that	the	whole
edifice	of	medicine	is	broken,	because	the	evidence	we	use	to	make	decisions	is
hopelessly	 and	 systematically	 distorted;	 and	 this	 is	 no	 small	 thing.	Because	 in
medicine,	 doctors	 and	patients	 use	 abstract	 data	 to	make	decisions	 in	 the	very
real	world	of	flesh	and	blood.	If	those	decisions	are	misguided,	they	can	result	in
death,	and	suffering,	and	pain.
This	 isn’t	 a	 simple	 story	of	 cartoonish	 evil,	 and	 there	will	 be	no	conspiracy

theories.	Drug	companies	are	not	withholding	the	secret	to	curing	cancer,	nor	are
they	killing	us	 all	with	vaccines.	Those	kinds	of	 stories	have,	 at	best,	 a	poetic
truth:	 we	 all	 know,	 intuitively,	 from	 the	 fragments	 we’ve	 picked	 up,	 that
something	is	wrong	in	medicine.	But	most	of	us,	doctors	 included,	don’t	know
exactly	what.
These	problems	have	been	protected	from	public	scrutiny	because	they’re	too



complex	 to	 capture	 in	 a	 soundbite,	 or	 even	 3,000	words.	 This	 is	why	 they’ve
gone	 unfixed	 by	 politicians,	 at	 least	 to	 some	 extent;	 but	 it’s	 also	 why	 you’re
holding	a	book	of	over	 four	hundred	pages.	The	people	you	 should	have	been
able	 to	 trust	 to	 fix	 these	 problems	 have	 failed	 you,	 and	 because	 you	 have	 to
understand	a	problem	properly	in	order	to	fix	it	yourself,	this	book	contains	all
that	you	need	to	know.
So,	 to	 be	 clear,	 this	 whole	 book	 is	 about	 meticulously	 defending	 every

assertion	in	the	paragraph	that	follows.
Drugs	 are	 tested	 by	 the	 people	 who	 manufacture	 them,	 in	 poorly	 designed

trials,	 on	 hopelessly	 small	 numbers	 of	 weird,	 unrepresentative	 patients,	 and
analysed	using	techniques	which	are	flawed	by	design,	in	such	a	way	that	they
exaggerate	the	benefits	of	treatments.	Unsurprisingly,	these	trials	tend	to	produce
results	that	favour	the	manufacturer.	When	trials	throw	up	results	that	companies
don’t	like,	they	are	perfectly	entitled	to	hide	them	from	doctors	and	patients,	so
we	 only	 ever	 see	 a	 distorted	 picture	 of	 any	 drug’s	 true	 effects.	Regulators	 see
most	of	the	trial	data,	but	only	from	early	on	in	a	drug’s	life,	and	even	then	they
don’t	give	this	data	to	doctors	or	patients,	or	even	to	other	parts	of	government.
This	distorted	evidence	is	then	communicated	and	applied	in	a	distorted	fashion.
In	their	forty	years	of	practice	after	 leaving	medical	school,	doctors	hear	about
what	 works	 through	 ad	 hoc	 oral	 traditions,	 from	 sales	 reps,	 colleagues	 or
journals.	 But	 those	 colleagues	 can	 be	 in	 the	 pay	 of	 drug	 companies	 –	 often
undisclosed	 –	 and	 the	 journals	 are	 too.	 And	 so	 are	 the	 patient	 groups.	 And
finally,	 academic	 papers,	 which	 everyone	 thinks	 of	 as	 objective,	 are	 often
covertly	 planned	 and	written	 by	 people	who	work	 directly	 for	 the	 companies,
without	disclosure.	Sometimes	whole	academic	journals	are	even	owned	outright
by	one	drug	company.	Aside	from	all	this,	for	several	of	the	most	important	and
enduring	 problems	 in	 medicine,	 we	 have	 no	 idea	 what	 the	 best	 treatment	 is,
because	it’s	not	in	anyone’s	financial	interest	to	conduct	any	trials	at	all.	These
are	ongoing	problems,	and	although	people	have	claimed	to	fix	many	of	 them,
for	the	most	part	they	have	failed;	so	all	these	problems	persist,	but	worse	than
ever,	because	now	people	can	pretend	that	everything	is	fine	after	all.
That’s	 a	 lot	 to	 stand	 up,	 and	 the	 details	 are	 much	 more	 horrific	 than	 that

paragraph	makes	it	sound.	There	are	some	individual	stories	that	will	make	you
seriously	question	the	integrity	of	the	individuals	involved;	some	that	will	make
you	angry;	and	some,	I	suspect,	 that	might	make	you	very	sad.	But	I	hope	you
will	come	to	see	that	this	is	not	just	a	book	about	bad	people.	In	fact,	it’s	possible
for	good	people,	 in	perversely	designed	 systems,	 to	 casually	perpetrate	 acts	of



great	 harm	 on	 strangers,	 sometimes	 without	 ever	 realising	 it.	 The	 current
regulations	 –	 for	 companies,	 doctors	 and	 researchers	 –	 create	 perverse
incentives;	and	we’ll	have	better	luck	fixing	those	broken	systems	than	we	will
ever	have	trying	to	rid	the	world	of	avarice.
Some	 people	 will	 say	 that	 this	 book	 is	 an	 attack	 on	 the	 pharmaceutical

industry,	 and	 of	 course	 it	 is.	 But	 it’s	 not	 only	 that,	 and	 it’s	 not	 unbounded.	 I
suspect	 that	 most	 of	 the	 people	 who	 work	 in	 this	 industry	 are	 fundamentally
good-hearted,	 and	 there	 is	 no	 medicine	 without	 medicines.	 Drug	 companies
around	 the	world	have	produced	some	of	 the	most	amazing	 innovations	of	 the
past	 fifty	years,	 saving	 lives	on	an	epic	 scale.	But	 that	does	not	allow	 them	 to
hide	data,	mislead	doctors	and	harm	patients.
Today,	when	 an	 academic	 or	 doctor	 tells	 you	 that	 they	 are	working	 for	 the

pharmaceutical	industry,	they	often	do	so	with	a	look	of	quiet	embarrassment.	I
want	 to	work	 towards	 a	world	where	 doctors	 and	 academics	 can	 feel	 actively
optimistic	about	collaborating	with	industry,	to	make	better	treatments	and	better
patients.	This	will	require	big	changes,	and	some	of	them	have	been	a	very	long
time	coming.
To	that	end,	because	the	stories	I	am	telling	you	are	so	worrying,	I’ve	tried	to

go	 beyond	 simply	 documenting	 the	 problems.	Where	 there	 are	 obvious	 fixes,
I’ve	 set	 out	what	 they	 are.	But	 I’ve	 also	 included,	 at	 the	 end	 of	 each	 chapter,
some	suggestions	on	what	you	can	do	 to	 improve	 things.	These	are	 tailored	 to
whoever	you	might	be:	a	doctor,	a	patient,	a	politician,	a	researcher,	a	regulator
or	a	drug	company.
More	than	anything,	though,	I	don’t	want	you	to	lose	sight	of	one	thing:	this	is

a	 pop	 science	 book.	 The	 tricks	 and	 distortions	 documented	 in	 these	 pages	 are
beautiful,	 and	 intricate,	 and	 fascinating	 in	 their	 details.	 The	 true	 scale	 of	 this
murderous	disaster	only	fully	reveals	itself	when	the	details	are	untangled.	Good
science	has	been	perverted	on	an	industrial	scale,	but	this	has	happened	slowly,
and	 evolved	 naturally,	 over	 time.	 This	 has	 all	 been	 perpetrated	 by	 ordinary
people,	but	many	of	them	may	not	even	know	what	they’ve	done.
I	want	you	to	find	them,	and	tell	them.

What’s	coming

The	book	follows	a	simple	trajectory.
We	start	by	defending	our	central	claim:	industry-sponsored	studies	are	more



likely	 to	 produce	 results	 that	 flatter	 the	 sponsor’s	 drug,	 which	 has	 now	 been
demonstrated,	 beyond	 any	 doubt,	 by	 current	 research.	 In	 this	 section	 we	 also
encounter	 the	 idea	 of	 a	 ‘systematic	 review’	 for	 the	 first	 time.	 A	 systematic
review	 is	 an	unbiased	 survey	of	 all	 the	evidence	on	a	given	question.	 It	 is	 the
best-quality	evidence	that	can	be	used,	and	where	they	exist,	systematic	reviews
are	 used	 for	 evidence	 throughout	 this	 book,	 with	 individual	 studies	 described
only	to	give	you	a	flavour	of	how	the	research	has	been	done,	or	how	mischief
has	been	made.
Then	we	look	at	how	the	pharmaceutical	industry	manages	to	create	all	these

positive	trials	for	its	drugs.	Our	first	stop	is	to	review	the	evidence	showing	that
unflattering	 trial	 data	 can	 simply	 be	 withheld	 from	 doctors	 and	 patients.
Companies	are	perfectly	entitled	to	conduct	seven	studies,	but	only	publish	the
two	positive	ones,	and	this	behaviour	is	commonplace.	What’s	more,	it	happens
in	 every	 field	 of	 science	 and	medicine:	 from	 basic	 laboratory	 research,	where
selective	 publication	 fills	 the	 literature	 with	 false	 positive	 findings,	 wasting
everyone’s	time;	through	early	research	trials,	where	evidence	that	drugs	might
be	 dangerous	 is	 hidden	 from	 view;	 and	 on	 to	 major	 trials	 used	 to	 inform
everyday	clinical	practice.	Because	so	much	trial	data	is	withheld	from	doctors
and	patients,	we	can	have	no	clear	idea	of	the	true	effects	of	the	treatments	that
we	 use	 every	 day	 in	 medicine.	 The	 stories	 in	 this	 section	 go	 from
antidepressants,	through	statins,	cancer	drugs,	diet	pills,	and	right	up	to	Tamiflu.
Governments	around	the	world	have	spent	billions	of	dollars	to	stockpile	this	flu
drug,	in	fear	of	a	pandemic,	and	yet	the	evidence	on	whether	it	reduces	the	rate
of	pneumonia	and	death	is	being	withheld	right	now,	to	this	day.
Next,	we	 take	a	step	back,	 to	 look	at	where	drugs	come	from.	We	cover	 the

drug	 development	 process,	 from	 the	 moment	 someone	 dreams	 up	 a	 new
molecule,	through	tests	in	labs,	on	animals,	the	first	tests	in	humans,	and	then	the
early	trials	necessary	to	show	that	a	drug	works	on	patients.	Here	you	will	find,	I
suspect,	 some	 surprises.	 Risky	 ‘first-in-man’	 drug	 tests	 are	 conducted	 on
homeless	people;	 but	more	 than	 that,	 full	 clinical	 trials	 are	being	globalised,	 a
new	development	that	has	arisen	very	suddenly,	in	only	the	last	couple	of	years.
This	 raises	 serious	 ethical	 problems,	 because	 trial	 participants	 in	 developing
countries	 are	 often	 unlikely	 to	 benefit	 from	 expensive	 new	 drugs;	 but	 it	 also
raises	interesting	new	problems	for	trusting	the	data.
Then	we	look	at	regulation,	and	the	hoops	you	must	go	through	to	get	a	drug

onto	the	market.	We	will	see	that	the	bar	is	very	low:	that	drugs	must	only	prove
that	they	are	better	than	nothing,	even	when	there	are	highly	effective	treatments



on	 the	market	already.	This	means	 that	 real	patients	are	given	dummy	placebo
pills	 for	 no	 good	 reason,	 but	 also	 that	 drugs	 appear	 on	 the	market	 which	 are
worse	 than	 the	 treatments	we	 already	 have.	We	will	 see	 that	 companies	 break
their	promises	over	 follow-up	studies,	 and	 that	 regulators	 let	 them	do	 this.	We
will	 also	 see	 how	data	 on	 side	 effects	 and	 effectiveness	 can	 be	withheld	 from
regulators,	and	that	regulators,	in	turn,	are	obsessively	secretive,	withholding	the
data	they	do	have	from	doctors	and	patients.	Lastly,	we	will	see	the	harm	done
by	 this	 secrecy:	 ‘many	 eyes’	 are	 often	 very	 powerful,	 to	 spot	 problems	 with
medicines,	 and	 some	 of	 the	 most	 frightening	 harms	 have	 been	 missed	 by
regulators,	and	only	 identified	by	academics	who	were	forced	 to	 fight	hard	for
access	to	data.
Then	we	take	a	tour	through	‘bad	trials’.	It	is	tempting	to	believe	that	a	simple

clinical	 trial	 is	always	a	fair	 test	of	a	 treatment:	and	if	done	properly,	 it	 is.	But
several	tricks	have	been	introduced,	over	the	course	of	many	years,	which	allow
researchers	 to	 overstate	 and	 exaggerate	 the	 benefits	 of	 the	 treatments	 they	 are
testing.	When	 you	 get	 here,	 you	might	 think	 that	 some	 of	 these	 are	 innocent
mistakes;	 in	 all	 seriousness,	 while	 I	 doubt	 that,	 I’m	 more	 interested	 in	 how
clever	they	are.	More	importantly,	we	will	see	how	obvious	these	tricks	are,	and
how	 people	 who	 should	 know	 better	 at	 every	 step	 of	 the	 chain,	 from	 ethics
committees	 through	 to	 academic	 journals,	 have	 allowed	 companies	 and
researchers	to	engage	in	these	shameful,	outright	distortions.
After	 a	 brief	 detour	 to	 discuss	 how	 some	 of	 the	 problems	 around	 bad

evidence,	and	missing	evidence,	could	be	addressed,	we	move	on	to	marketing,
which	 is	 where	 most	 previous	 books	 on	 drug	 companies	 have	 focused	 their
attention.
Here	 we	 will	 see	 that	 pharmaceutical	 companies	 spend	 tens	 of	 billions	 of

pounds	every	year	 trying	 to	change	 the	 treatment	decisions	of	doctors:	 in	 fact,
they	 spend	 twice	 as	 much	 on	 marketing	 and	 advertising	 as	 they	 do	 on	 the
research	and	development	of	new	drugs.	Since	we	all	want	doctors	to	prescribe
medicine	based	on	evidence,	and	evidence	is	universal,	there	is	only	one	possible
reason	 for	 such	 huge	 spends:	 to	 distort	 evidence-based	 practice.	 All	 of	 this
money	 comes	 directly	 from	 patients	 and	 governments,	 so	 we	 ourselves	 are
paying	 for	 this	 privilege.	 Doctors	 spend	 forty	 years	 practising	medicine,	 with
very	 little	 formal	 education	 after	 their	 initial	 training.	 Medicine	 changes
completely	 in	four	decades,	and	as	 they	 try	 to	keep	up,	doctors	are	bombarded
with	 information:	 from	adverts	 that	misrepresent	 the	benefits	 and	 risks	of	new
medicines;	from	sales	reps	who	spy	on	patients’	confidential	prescribing	records;



from	colleagues	who	are	quietly	paid	by	drug	companies;	from	‘teaching’	that	is
sponsored	 by	 industry;	 from	 independent	 ‘academic’	 journal	 articles	 that	 are
quietly	written	by	drug	company	employees;	and	worse.
Finally,	we	will	see	what	can	be	done.	While	the	deceit	of	a	marketing	drive

can	be	ignored	by	an	ethical	doctor,	the	problems	caused	by	distorted	evidence
affect	 everybody,	without	 exception.	The	most	 expensive	 doctors	 in	 the	world
can	only	make	decisions	about	your	care	on	 the	basis	of	 the	evidence	publicly
available	 to	 them,	 and	 nobody	 has	 a	 special	 inside	 track.	 If	 this	 evidence	 is
distorted,	 then	we	 are	 all	 exposed	 to	 avoidable	 suffering,	 pain	 and	 death.	 The
whole	 system	 needs	 to	 be	 fixed,	 and	 until	 it	 is,	 we	 are	 all,	 very	 truly,	 in	 this
together.

How	to	read	this	book

I	 deliberately	 haven’t	 gone	 overboard	 to	 explain	 every	 medical	 term,	 to	 save
space	and	avoid	distractions:	this	doesn’t	mean	that	you	miss	out.	If	a	symptom,
for	example,	isn’t	explained	or	defined,	that	means	you	genuinely	don’t	need	this
detail	 to	understand	 the	 story;	but	 I’ve	 left	 the	 long	word	 in	 to	help	medics	or
academics	find	their	feet,	and	to	anchor	the	general	principle	in	a	specific	corner
of	medicine	 for	 them.	Acronyms	 and	 abbreviations	 are	 defined	 as	we	 go,	 and
used	 in	a	haphazard	way	after	 that,	because	 this	 is	how	people	 talk	 in	 the	 real
world.	There’s	a	glossary	at	the	back	for	some	common	ideas,	really	just	in	case
you	read	sections	out	of	order,	but	there’s	nothing	in	there	that	doesn’t	come	up
in	the	main	text.
Similarly,	I	haven’t	given	the	full	names	of	most	clinical	 trials,	because	they

are	 conventionally	 known	 by	 their	 acronyms,	 and	 most	 medical	 textbooks
wouldn’t	bother	 either:	 the	 ‘ISIS	 trial’,	 the	 ‘CAST	 trial’,	 in	 the	minds	of	most
doctors	 and	 academics,	 are	 the	 real	 names.	 If	 you’re	 very	 interested,	 you	 can
search	 for	 them	 online	 or	 in	 the	 endnotes,	 but	 they’re	 not	 relevant	 to	 your
enjoyment	 or	 understanding	 of	 the	 arguments	 in	 this	 book.	 Drugs	 present	 a
different	problem,	because	they	have	two	names:	the	generic	name,	which	is	the
correct	 scientific	name	for	 the	molecule;	and	 then	 the	brand	name	used	by	 the
company	manufacturing	it	in	their	packaging	and	advertising,	which	is	usually	a
bit	catchier.	In	general,	doctors	and	academics	think	you	should	always	use	the
scientific	name,	because	it	tells	you	a	little	about	the	class	of	the	molecule,	and	is
less	ambiguous;	while	journalists	and	patients	will	more	often	use	brand	names.



But	everybody	is	 inconsistent	about	which	name	they	use,	and	in	 this	book,	so
am	 I.	Again,	 this	 simply	 reflects	 how	 people	 talk	 about	medicines	 in	 the	 real
world.
All	 the	 specific	 studies	 discussed	 are	 referenced	 at	 the	 back	 of	 the	 book.

Where	there	was	a	choice,	I’ve	tried	to	select	papers	in	open-access	journals,	so
that	they	can	be	read	for	free	by	all.	I’ve	also	tried	to	reference	papers	that	give	a
good	overview	of	a	field,	or	good	books	on	a	subject,	so	that	you	can	read	more
on	whole	areas	if	you	want	to.
Lastly:	 to	 an	 extent,	 this	 is	 a	 field	 where	 you	 need	 to	 know	 everything,	 to

understand	 how	 it	 impacts	 on	 everything	 else.	 I’ve	 bent	 over	 backwards	 to
introduce	the	ideas	in	the	best	order,	but	if	all	this	material	is	completely	new	to
you,	 then	 you	might	 spot	 some	 extra	 connections	 –	 or	 feel	 greater	 outrage	 in
your	belly	–	reading	it	a	second	time.	I	have	not	assumed	any	prior	knowledge.	I
have,	however,	assumed	that	you	might	be	willing	to	deploy	a	little	intellectual
horsepower	here	and	there.	Some	of	this	stuff	is	hard.	That’s	precisely	why	these
problems	have	been	ignored,	and	that’s	why	I’ve	had	to	explain	it	to	you	here,	in
this	book.	If	you	want	to	catch	people	with	their	trousers	down,	you	have	to	go
into	their	home.
Enjoy.

Ben	Goldacre
August	2012
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Missing	Data

Sponsors	get	the	answer	they	want

Before	we	get	going,	we	need	to	establish	one	thing	beyond	any	doubt:	industry-
funded	 trials	 are	 more	 likely	 to	 produce	 a	 positive,	 flattering	 result	 than
independently-funded	trials.	This	is	our	core	premise,	and	you’re	about	to	read	a
very	short	chapter,	because	this	is	one	of	the	most	well-documented	phenomena
in	the	growing	field	of	‘research	about	research’.	It	has	also	become	much	easier
to	 study	 in	 recent	 years,	 because	 the	 rules	 on	 declaring	 industry	 funding	 have
become	a	little	clearer.
We	can	begin	with	some	recent	work:	in	2010,	three	researchers	from	Harvard

and	 Toronto	 found	 all	 the	 trials	 looking	 at	 five	 major	 classes	 of	 drug	 –
antidepressants,	ulcer	drugs	and	so	on	–	 then	measured	 two	key	features:	were
they	positive,	and	were	they	funded	by	industry?1	They	found	over	five	hundred
trials	in	total:	85	per	cent	of	the	industry-funded	studies	were	positive,	but	only
50	 per	 cent	 of	 the	 government-funded	 trials	 were.	 That’s	 a	 very	 significant
difference.
In	2007,	researchers	looked	at	every	published	trial	that	set	out	to	explore	the

benefit	of	a	statin.2	These	are	cholesterol-lowering	drugs	which	reduce	your	risk
of	 having	 a	 heart	 attack,	 they	 are	 prescribed	 in	 very	 large	 quantities,	 and	 they
will	 loom	 large	 in	 this	 book.	 This	 study	 found	 192	 trials	 in	 total,	 either
comparing	one	 statin	 against	 another,	 or	 comparing	 a	 statin	 against	 a	 different
kind	of	treatment.	Once	the	researchers	controlled	for	other	factors	(we’ll	delve
into	what	 this	means	 later),	 they	 found	 that	 industry-funded	 trials	were	 twenty
times	more	likely	to	give	results	favouring	the	test	drug.	Again,	that’s	a	very	big
difference.
We’ll	do	one	more.	In	2006,	researchers	looked	into	every	trial	of	psychiatric



drugs	 in	 four	 academic	 journals	 over	 a	 ten-year	 period,	 finding	 542	 trial
outcomes	in	total.	Industry	sponsors	got	favourable	outcomes	for	their	own	drug
78	per	cent	of	 the	 time,	while	 independently-funded	 trials	only	gave	a	positive
result	 in	48	per	cent	of	cases.	If	you	were	a	competing	drug	put	up	against	 the
sponsor’s	drug	in	a	trial,	you	were	in	for	a	pretty	rough	ride:	you	would	only	win
a	measly	28	per	cent	of	the	time.3
These	are	dismal,	 frightening	results,	but	 they	come	from	individual	studies.

When	there	has	been	lots	of	research	in	a	field,	it’s	always	possible	that	someone
–	like	me,	for	example	–	could	cherry-pick	the	results,	and	give	a	partial	view.	I
could,	in	essence,	be	doing	exactly	what	I	accuse	the	pharmaceutical	industry	of
doing,	and	only	telling	you	about	the	studies	that	support	my	case,	while	hiding
the	reassuring	ones	from	you.
To	guard	against	 this	 risk,	 researchers	 invented	 the	 systematic	 review.	We’ll

explore	this	in	more	detail	soon,	since	it’s	at	the	core	of	modern	medicine,	but	in
essence	 a	 systematic	 review	 is	 simple:	 instead	 of	 just	 mooching	 through	 the
research	 literature,	 consciously	 or	 unconsciously	 picking	 out	 papers	 here	 and
there	 that	 support	 your	 pre-existing	 beliefs,	 you	 take	 a	 scientific,	 systematic
approach	 to	 the	 very	 process	 of	 looking	 for	 scientific	 evidence,	 ensuring	 that
your	 evidence	 is	 as	 complete	 and	 representative	as	possible	of	 all	 the	 research
that	has	ever	been	done.
Systematic	reviews	are	very,	very	onerous.	In	2003,	by	coincidence,	two	were

published,	 both	 looking	 specifically	 at	 the	 question	 we’re	 interested	 in.	 They
took	 all	 the	 studies	 ever	 published	 that	 looked	 at	 whether	 industry	 funding	 is
associated	with	pro-industry	 results.	Each	 took	a	 slightly	different	 approach	 to
finding	research	papers,	and	both	found	that	industry-funded	trials	were,	overall,
about	four	times	more	likely	to	report	positive	results.4	A	further	review	in	2007
looked	at	 the	new	studies	 that	had	been	published	 in	 the	 four	years	after	 these
two	 earlier	 reviews:	 it	 found	 twenty	 more	 pieces	 of	 work,	 and	 all	 but	 two
showed	 that	 industry-sponsored	 trials	 were	 more	 likely	 to	 report	 flattering
results.5
I	am	setting	out	this	evidence	at	length	because	I	want	to	be	absolutely	clear

that	 there	 is	 no	 doubt	 on	 the	 issue.	 Industry-sponsored	 trials	 give	 favourable
results,	and	that	is	not	my	opinion,	or	a	hunch	from	the	occasional	passing	study.
This	is	a	very	well-documented	problem,	and	it	has	been	researched	extensively,
without	anybody	stepping	out	to	take	effective	action,	as	we	shall	see.
There	is	one	last	study	I’d	like	to	tell	you	about.	It	turns	out	that	this	pattern	of

industry-funded	 trials	 being	 vastly	more	 likely	 to	 give	 positive	 results	 persists



even	when	you	move	away	from	published	academic	papers,	and	look	instead	at
trial	 reports	 from	academic	 conferences,	where	 data	 often	 appears	 for	 the	 first
time	(in	fact,	as	we	shall	see,	sometimes	trial	results	only	appear	at	an	academic
conference,	with	very	little	information	on	how	the	study	was	conducted).
Fries	 and	 Krishnan	 studied	 all	 the	 research	 abstracts	 presented	 at	 the	 2001

American	College	of	Rheumatology	meetings	which	reported	any	kind	of	 trial,
and	acknowledged	industry	sponsorship,	in	order	to	find	out	what	proportion	had
results	that	favoured	the	sponsor’s	drug.	There	is	a	small	punch-line	coming,	and
to	understand	it	we	need	to	cover	a	little	of	what	an	academic	paper	looks	like.
In	general,	 the	results	section	is	extensive:	 the	raw	numbers	are	given	for	each
outcome,	 and	 for	 each	 possible	 causal	 factor,	 but	 not	 just	 as	 raw	 figures.	 The
‘ranges’	 are	 given,	 subgroups	 are	 perhaps	 explored,	 statistical	 tests	 are
conducted,	and	each	detail	of	the	result	is	described	in	table	form,	and	in	shorter
narrative	 form	 in	 the	 text,	 explaining	 the	most	 important	 results.	 This	 lengthy
process	is	usually	spread	over	several	pages.
In	Fries	and	Krishnan	[2004]	this	level	of	detail	was	unnecessary.	The	results

section	 is	 a	 single,	 simple,	 and	 –	 I	 like	 to	 imagine	 –	 fairly	 passive-aggressive
sentence:

				The	results	from	every	RCT	(45	out	of	45)	favored	the	drug	of	the	sponsor.

This	 extreme	 finding	 has	 a	 very	 interesting	 side	 effect,	 for	 those	 interested	 in
time-saving	shortcuts.	Since	every	industry-sponsored	trial	had	a	positive	result,
that’s	all	you’d	need	to	know	about	a	piece	of	work	to	predict	its	outcome:	if	it
was	 funded	 by	 industry,	 you	 could	 know	with	 absolute	 certainty	 that	 the	 trial
found	the	drug	was	great.
How	 does	 this	 happen?	 How	 do	 industry-sponsored	 trials	 almost	 always

manage	 to	 get	 a	 positive	 result?	 It	 is,	 as	 far	 as	 anyone	 can	 be	 certain,	 a
combination	of	factors.	Sometimes	trials	are	flawed	by	design.	You	can	compare
your	new	drug	with	something	you	know	to	be	rubbish	–	an	existing	drug	at	an
inadequate	dose,	perhaps,	or	a	placebo	sugar	pill	that	does	almost	nothing.	You
can	choose	your	patients	very	carefully,	so	they	are	more	likely	to	get	better	on
your	treatment.	You	can	peek	at	the	results	halfway	through,	and	stop	your	trial
early	 if	 they	 look	 good	 (which	 is	 –	 for	 interesting	 reasons	we	 shall	 discuss	 –
statistical	poison).	And	so	on.
But	before	we	get	to	these	fascinating	methodological	twists	and	quirks,	these

nudges	and	bumps	that	stop	a	trial	from	being	a	fair	test	of	whether	a	treatment



works	or	not,	there	is	something	very	much	simpler	at	hand.
Sometimes	drug	companies	conduct	lots	of	trials,	and	when	they	see	that	the

results	 are	 unflattering,	 they	 simply	 fail	 to	 publish	 them.	 This	 is	 not	 a	 new
problem,	and	 it’s	not	 limited	 to	medicine.	 In	 fact,	 this	 issue	of	negative	 results
that	 go	 missing	 in	 action	 cuts	 into	 almost	 every	 corner	 of	 science.	 It	 distorts
findings	in	fields	as	diverse	as	brain	imaging	and	economics,	it	makes	a	mockery
of	 all	 our	 efforts	 to	 exclude	bias	 from	our	 studies,	 and	despite	 everything	 that
regulators,	 drug	 companies	 and	 even	 some	 academics	 will	 tell	 you,	 it	 is	 a
problem	that	has	been	left	unfixed	for	decades.
In	fact,	it	is	so	deep-rooted	that	even	if	we	fixed	it	today	–	right	now,	for	good,

forever,	without	 any	 flaws	 or	 loopholes	 in	 our	 legislation	 –	 that	 still	wouldn’t
help,	because	we	would	still	be	practising	medicine,	cheerfully	making	decisions
about	which	treatment	is	best,	on	the	basis	of	decades	of	medical	evidence	which
is	–	as	you’ve	now	seen	–	fundamentally	distorted.
But	there	is	a	way	ahead.

Why	missing	data	matters

Reboxetine	is	a	drug	I	myself	have	prescribed.	Other	drugs	had	done	nothing	for
this	particular	patient,	so	we	wanted	to	try	something	new.	I’d	read	the	trial	data
before	 I	 wrote	 the	 prescription,	 and	 found	 only	well-designed,	 fair	 tests,	 with
overwhelmingly	 positive	 results.	 Reboxetine	 was	 better	 than	 placebo,	 and	 as
good	as	any	other	antidepressant	in	head-to-head	comparisons.	It’s	approved	for
use	by	the	Medicines	and	Healthcare	products	Regulatory	Agency	(the	MHRA),
which	governs	all	drugs	in	the	UK.	Millions	of	doses	are	prescribed	every	year,
around	 the	 world.	 Reboxetine	 was	 clearly	 a	 safe	 and	 effective	 treatment.	 The
patient	and	I	discussed	the	evidence	briefly,	and	agreed	it	was	the	right	treatment
to	try	next.	I	signed	a	piece	of	paper,	a	prescription,	saying	I	wanted	my	patient
to	have	this	drug.
But	we	had	both	been	misled.	 In	October	2010	a	group	of	 researchers	were

finally	 able	 to	 bring	 together	 all	 the	 trials	 that	 had	 ever	 been	 conducted	 on
reboxetine.6	 Through	 a	 long	 process	 of	 investigation	 –	 searching	 in	 academic
journals,	 but	 also	 arduously	 requesting	 data	 from	 the	 manufacturers	 and
gathering	documents	from	regulators	–	they	were	able	to	assemble	all	 the	data,
both	from	trials	that	were	published,	and	from	those	that	had	never	appeared	in
academic	papers.



When	all	this	trial	data	was	put	together	it	produced	a	shocking	picture.	Seven
trials	 had	 been	 conducted	 comparing	 reboxetine	 against	 placebo.	 Only	 one,
conducted	in	254	patients,	had	a	neat,	positive	result,	and	that	one	was	published
in	an	academic	journal,	 for	doctors	and	researchers	 to	read.	But	six	more	trials
were	conducted,	in	almost	ten	times	as	many	patients.	All	of	them	showed	that
reboxetine	 was	 no	 better	 than	 a	 dummy	 sugar	 pill.	 None	 of	 these	 trials	 was
published.	I	had	no	idea	they	existed.
It	 got	 worse.	 The	 trials	 comparing	 reboxetine	 against	 other	 drugs	 showed

exactly	 the	same	picture:	 three	small	studies,	507	patients	 in	 total,	showed	that
reboxetine	 was	 just	 as	 good	 as	 any	 other	 drug.	 They	 were	 all	 published.	 But
1,657	 patients’	 worth	 of	 data	 was	 left	 unpublished,	 and	 this	 unpublished	 data
showed	 that	 patients	 on	 reboxetine	 did	worse	 than	 those	 on	other	 drugs.	 If	 all
this	wasn’t	 bad	 enough,	 there	was	 also	 the	 side-effects	 data.	 The	 drug	 looked
fine	in	the	trials	which	appeared	in	the	academic	literature:	but	when	we	saw	the
unpublished	 studies,	 it	 turned	 out	 that	 patients	 were	more	 likely	 to	 have	 side
effects,	more	likely	to	drop	out	of	taking	the	drug,	and	more	likely	to	withdraw
from	the	trial	because	of	side	effects,	if	they	were	taking	reboxetine	rather	than
one	of	its	competitors.
If	you’re	ever	 in	any	doubt	about	whether	 the	 stories	 in	 this	book	make	me

angry	–	and	I	promise	you,	whatever	happens,	I	will	keep	to	the	data,	and	strive
to	give	a	fair	picture	of	everything	we	know	–	you	need	only	look	at	this	story.	I
did	 everything	 a	 doctor	 is	 supposed	 to	 do.	 I	 read	 all	 the	 papers,	 I	 critically
appraised	 them,	 I	 understood	 them,	 I	 discussed	 them	with	 the	 patient,	 and	we
made	 a	 decision	 together,	 based	 on	 the	 evidence.	 In	 the	 published	 data,
reboxetine	was	a	safe	and	effective	drug.	In	reality,	it	was	no	better	than	a	sugar
pill,	and	worse,	it	does	more	harm	than	good.	As	a	doctor	I	did	something	which,
on	 the	 balance	 of	 all	 the	 evidence,	 harmed	 my	 patient,	 simply	 because
unflattering	data	was	left	unpublished.
If	 you	 find	 that	 amazing,	 or	 outrageous,	 your	 journey	 is	 just	 beginning.

Because	nobody	broke	any	law	in	that	situation,	reboxetine	is	still	on	the	market,
and	the	system	that	allowed	all	this	to	happen	is	still	in	play,	for	all	drugs,	in	all
countries	in	the	world.	Negative	data	goes	missing,	for	all	treatments,	in	all	areas
of	science.	The	regulators	and	professional	bodies	we	would	reasonably	expect
to	stamp	out	such	practices	have	failed	us.
In	a	few	pages,	we	will	walk	through	the	literature	that	demonstrates	all	of	this

beyond	 any	 doubt,	 showing	 that	 ‘publication	 bias’	 –	 the	 process	 whereby
negative	results	go	unpublished	–	is	endemic	throughout	the	whole	of	medicine



and	 academia;	 and	 that	 regulators	 have	 failed	 to	 do	 anything	 about	 it,	 despite
decades	 of	 data	 showing	 the	 size	 of	 the	 problem.	 But	 before	 we	 get	 to	 that
research,	 I	 need	 you	 to	 feel	 its	 implications,	 so	 we	 need	 to	 think	 about	 why
missing	data	matters.
Evidence	 is	 the	 only	 way	 we	 can	 possibly	 know	 if	 something	 works	 –	 or

doesn’t	work	–	 in	medicine.	We	proceed	by	 testing	 things,	as	cautiously	as	we
can,	in	head-to-head	trials,	and	gathering	together	all	of	 the	evidence.	This	 last
step	 is	 crucial:	 if	 I	 withhold	 half	 the	 data	 from	 you,	 it’s	 very	 easy	 for	 me	 to
convince	you	of	something	 that	 isn’t	 true.	 If	 I	 toss	a	coin	a	hundred	 times,	 for
example,	 but	 only	 tell	 you	 about	 the	 results	 when	 it	 lands	 heads-up,	 I	 can
convince	you	 that	 this	 is	 a	 two-headed	coin.	But	 that	doesn’t	mean	 I	 really	do
have	 a	 two-headed	 coin:	 it	 means	 I’m	misleading	 you,	 and	 you’re	 a	 fool	 for
letting	me	get	away	with	it.	This	is	exactly	the	situation	we	tolerate	in	medicine,
and	always	have.	Researchers	are	free	to	do	as	many	trials	as	they	wish,	and	then
choose	which	ones	to	publish.
The	repercussions	of	this	go	way	beyond	simply	misleading	doctors	about	the

benefits	and	harms	of	interventions	for	patients,	and	way	beyond	trials.	Medical
research	isn’t	an	abstract	academic	pursuit:	 it’s	about	people,	so	every	time	we
fail	to	publish	a	piece	of	research	we	expose	real,	living	people	to	unnecessary,
avoidable	suffering.

TGN1412
In	March	 2006,	 six	 volunteers	 arrived	 at	 a	London	 hospital	 to	 take	 place	 in	 a
trial.	 It	was	 the	 first	 time	a	new	drug	called	TGN1412	had	ever	been	given	 to
humans,	 and	 they	 were	 paid	 £2,000	 each.7	 Within	 an	 hour	 these	 six	 men
developed	 headaches,	muscle	 aches,	 and	 a	 feeling	 of	 unease.	 Then	 things	 got
worse:	high	temperatures,	restlessness,	periods	of	forgetting	who	and	where	they
were.	Soon	they	were	shivering,	flushed,	their	pulses	racing,	their	blood	pressure
falling.	Then,	a	cliff:	one	went	into	respiratory	failure,	 the	oxygen	levels	in	his
blood	falling	rapidly	as	his	lungs	filled	with	fluid.	Nobody	knew	why.	Another
dropped	 his	 blood	 pressure	 to	 just	 65/40,	 stopped	 breathing	 properly,	 and	was
rushed	to	an	intensive	care	unit,	knocked	out,	intubated,	mechanically	ventilated.
Within	a	day	all	six	were	disastrously	unwell:	fluid	on	their	lungs,	struggling	to
breathe,	their	kidneys	failing,	their	blood	clotting	uncontrollably	throughout	their
bodies,	and	their	white	blood	cells	disappearing.	Doctors	threw	everything	they
could	 at	 them:	 steroids,	 anti-histamines,	 immune-system	 receptor	blockers.	All
six	were	ventilated	on	intensive	care.	They	stopped	producing	urine;	they	were



all	 put	 on	 dialysis;	 their	 blood	 was	 replaced,	 first	 slowly,	 then	 rapidly;	 they
needed	 plasma,	 red	 cells,	 platelets.	 The	 fevers	 continued.	 One	 developed
pneumonia.	 And	 then	 the	 blood	 stopped	 getting	 to	 their	 peripheries.	 Their
fingers	and	toes	went	flushed,	then	brown,	then	black,	and	then	began	to	rot	and
die.	With	heroic	effort,	all	escaped,	at	least,	with	their	lives.
The	 Department	 of	 Health	 convened	 an	 Expert	 Scientific	 Group	 to	 try	 to

understand	what	had	happened,	and	from	this	two	concerns	were	raised.8	Firstly:
can	 we	 stop	 things	 like	 this	 from	 happening	 again?	 It’s	 plainly	 foolish,	 for
example,	to	give	a	new	experimental	treatment	to	all	six	participants	in	a	‘first-
inman’	trial	at	the	same	time,	if	that	treatment	is	a	completely	unknown	quantity.
New	drugs	should	be	given	to	participants	in	a	staggered	process,	slowly,	over	a
day.	This	idea	received	considerable	attention	from	regulators	and	the	media.
Less	 noted	 was	 a	 second	 concern:	 could	 we	 have	 foreseen	 this	 disaster?

TGN1412	 is	 a	molecule	 that	 attaches	 to	 a	 receptor	 called	CD28	 on	 the	white
blood	cells	of	the	immune	system.	It	was	a	new	and	experimental	treatment,	and
it	 interfered	with	 the	 immune	 system	 in	ways	 that	 are	 poorly	 understood,	 and
hard	to	model	in	animals	(unlike,	say,	blood	pressure,	because	immune	systems
are	very	variable	between	different	species).	But	as	the	final	report	found,	there
was	 experience	with	 a	 similar	 intervention:	 it	 had	 simply	 not	 been	 published.
One	 researcher	presented	 the	 inquiry	with	unpublished	data	on	 a	 study	he	had
conducted	 in	a	 single	human	subject	a	 full	 ten	years	earlier,	using	an	antibody
that	attached	to	the	CD3,	CD2	and	CD28	receptors.	The	effects	of	this	antibody
had	parallels	with	those	of	TGN1412,	and	the	subject	on	whom	it	was	tested	had
become	 unwell.	 But	 nobody	 could	 possibly	 have	 known	 that,	 because	 these
results	were	never	shared	with	the	scientific	community.	They	sat	unpublished,
unknown,	 when	 they	 could	 have	 helped	 save	 six	 men	 from	 a	 terrifying,
destructive,	avoidable	ordeal.
That	original	researcher	could	not	foresee	the	specific	harm	he	contributed	to,

and	it’s	hard	to	blame	him	as	an	individual,	because	he	operated	in	an	academic
culture	where	leaving	data	unpublished	was	regarded	as	completely	normal.	The
same	culture	exists	today.	The	final	report	on	TGN1412	concluded	that	sharing
the	 results	 of	 all	 first-in-man	 studies	 was	 essential:	 they	 should	 be	 published,
every	last	one,	as	a	matter	of	routine.	But	phase	1	trial	results	weren’t	published
then,	and	they’re	still	not	published	now.	In	2009,	for	the	first	time,	a	study	was
published	 looking	 specifically	 at	 how	 many	 of	 these	 first-in-man	 trials	 get
published,	and	how	many	remain	hidden.9	They	took	all	such	trials	approved	by
one	 ethics	 committee	 over	 a	 year.	 After	 four	 years,	 nine	 out	 of	 ten	 remained



published;	after	eight	years,	four	out	of	five	were	still	unpublished.
In	medicine,	as	we	shall	see	time	and	again,	research	is	not	abstract:	it	relates

directly	 to	 life,	death,	 suffering	and	pain.	With	every	one	of	 these	unpublished
studies	 we	 are	 potentially	 exposed,	 quite	 unnecessarily,	 to	 another	 TGN1412.
Even	 a	 huge	 international	 news	 story,	 with	 horrific	 images	 of	 young	 men
brandishing	blackened	feet	and	hands	from	hospital	beds,	wasn’t	enough	to	get
movement,	 because	 the	 issue	 of	missing	 data	 is	 too	 complicated	 to	 fit	 in	 one
sentence.
When	we	don’t	share	the	results	of	basic	research,	such	as	a	small	first-in-man

study,	we	expose	people	to	unnecessary	risks	in	the	future.	Was	this	an	extreme
case?	Is	the	problem	limited	to	early,	experimental,	new	drugs,	in	small	groups
of	trial	participants?	No.
In	the	1980s,	doctors	began	giving	anti-arrhythmic	drugs	to	all	patients	who’d

had	a	heart	attack.	This	practice	made	perfect	sense	on	paper:	we	knew	that	anti-
arrhythmic	 drugs	 helped	 prevent	 abnormal	 heart	 rhythms;	 we	 also	 knew	 that
people	 who’ve	 had	 a	 heart	 attack	 are	 quite	 likely	 to	 have	 abnormal	 heart
rhythms;	 we	 also	 knew	 that	 often	 these	 went	 unnoticed,	 undiagnosed	 and
untreated.	Giving	 anti-arrhythmic	 drugs	 to	 everyone	who’d	 had	 a	 heart	 attack
was	a	simple,	sensible,	preventive	measure.
Unfortunately,	 it	 turned	 out	 that	 we	 were	 wrong.	 This	 prescribing	 practice,

with	the	best	of	intentions,	on	the	best	of	principles,	actually	killed	people.	And
because	 heart	 attacks	 are	 very	 common,	 it	 killed	 them	 in	 very	 large	 numbers:
well	over	100,000	people	died	unnecessarily	before	it	was	realised	that	the	fine
balance	between	benefit	and	risk	was	completely	different	for	patients	without	a
proven	abnormal	heart	rhythm.
Could	anyone	have	predicted	this?	Sadly,	yes,	they	could	have.	A	trial	in	1980

tested	a	new	anti-arrhythmic	drug,	lorcainide,	in	a	small	number	of	men	who’d
had	a	heart	attack	–	less	than	a	hundred	–	to	see	if	 it	was	any	use.	Nine	out	of
forty-eight	 men	 on	 lorcainide	 died,	 compared	 with	 one	 out	 of	 forty-seven	 on
placebo.	 The	 drug	was	 early	 in	 its	 development	 cycle,	 and	 not	 long	 after	 this
study	it	was	dropped	for	commercial	reasons.	Because	it	wasn’t	on	the	market,
nobody	 even	 thought	 to	 publish	 the	 trial.	 The	 researchers	 assumed	 it	 was	 an
idiosyncrasy	 of	 their	 molecule,	 and	 gave	 it	 no	 further	 thought.	 If	 they	 had
published,	 we	 would	 have	 been	 much	 more	 cautious	 about	 trying	 other	 anti-
arrhythmic	drugs	on	people	with	heart	attacks,	and	the	phenomenal	death	toll	–
over	 100,000	 people	 in	 their	 graves	 prematurely	 –	 might	 have	 been	 stopped
sooner.	More	than	a	decade	later,	the	researchers	finally	did	publish	their	results,



with	 a	mea	 culpa,	 recognising	 the	 harm	 they	 had	 done	 by	 not	 sharing	 them
earlier:

				When	we	carried	out	our	study	in	1980,	we	thought	that	the	increased	death
rate	 that	 occurred	 in	 the	 lorcainide	 group	 was	 an	 effect	 of	 chance.	 The
development	of	lorcainide	was	abandoned	for	commercial	reasons,	and	this
study	 was	 therefore	 never	 published;	 it	 is	 now	 a	 good	 example	 of
‘publication	bias’.	The	results	described	here	might	have	provided	an	early
warning	of	trouble	ahead.10

As	 we	 shall	 shortly	 see,	 this	 problem	 of	 unpublished	 data	 is	 widespread
throughout	medicine,	and	indeed	the	whole	of	academia,	even	though	the	scale
of	 the	 problem,	 and	 the	 harm	 it	 causes,	 have	 been	 documented	 beyond	 any
doubt.	We	will	see	stories	on	basic	cancer	research,	Tamiflu,	cholesterol	block-
busters,	obesity	drugs,	antidepressants	and	more,	with	evidence	 that	goes	 from
the	 dawn	of	medicine	 to	 the	 present	 day,	 and	 data	 that	 is	 still	 being	withheld,
right	now,	as	I	write,	on	widely	used	drugs	which	many	of	you	reading	this	book
will	 have	 taken	 this	 morning.	We	 will	 also	 see	 how	 regulators	 and	 academic
bodies	have	repeatedly	failed	to	address	the	problem.
Because	 researchers	 are	 free	 to	 bury	 any	 result	 they	 please,	 patients	 are

exposed	to	harm	on	a	staggering	scale	throughout	the	whole	of	medicine,	from
research	 to	 practice.	 Doctors	 can	 have	 no	 idea	 about	 the	 true	 effects	 of	 the
treatments	 they	 give.	 Does	 this	 drug	 really	 work	 best,	 or	 have	 I	 simply	 been
deprived	 of	 half	 the	 data?	 Nobody	 can	 tell.	 Is	 this	 expensive	 drug	 worth	 the
money,	or	have	the	data	simply	been	massaged?	No	one	can	tell.	Will	this	drug
kill	patients?	Is	there	any	evidence	that	it’s	dangerous?	No	one	can	tell.
This	is	a	bizarre	situation	to	arise	in	medicine,	a	discipline	where	everything	is

supposed	to	be	based	on	evidence,	and	where	everyday	practice	is	bound	up	in
medico-legal	 anxiety.	 In	 one	 of	 the	most	 regulated	 corners	 of	 human	 conduct
we’ve	taken	our	eyes	off	the	ball,	and	allowed	the	evidence	driving	practice	to	be
polluted	and	distorted.	 It	 seems	unimaginable.	We	will	now	see	how	deep	 this
problem	goes.

Why	we	summarise	data

Missing	data	has	been	studied	extensively	in	medicine.	But	before	I	lay	out	that



evidence,	 we	 need	 to	 understand	 exactly	 why	 it	 matters,	 from	 a	 scientific
perspective.	And	for	that	we	need	to	understand	systematic	reviews	and	‘meta-
analysis’.	Between	 them,	 these	 are	 two	 of	 the	most	 powerful	 ideas	 in	modern
medicine.	They	are	incredibly	simple,	but	they	were	invented	shockingly	late.
When	we	want	to	find	out	if	something	works	or	not,	we	do	a	trial.	This	is	a

very	simple	process,	and	the	first	recorded	attempt	at	some	kind	of	trial	was	in
the	 Bible	 (Daniel	 1:12,	 if	 you’re	 interested).	 Firstly,	 you	 need	 an	 unanswered
question:	for	example,	‘Does	giving	steroids	to	a	woman	delivering	a	premature
baby	increase	the	chances	of	that	baby	surviving?’	Then	you	find	some	relevant
participants,	in	this	case,	mothers	about	to	deliver	a	premature	baby.	You’ll	need
a	 reasonable	 number	 of	 them,	 let’s	 say	 two	 hundred	 for	 this	 trial.	 Then	 you
divide	 them	 into	 two	 groups	 at	 random,	 give	 the	 mothers	 in	 one	 group	 the
current	best	treatment	(whatever	that	is	in	your	town),	while	the	mothers	in	the
other	group	get	current	best	treatment	plus	some	steroids.	Finally,	when	all	two
hundred	women	have	gone	 through	your	 trial,	 you	count	up	how	many	babies
survived	in	each	group.
This	is	a	real-world	question,	and	lots	of	trials	were	done	on	this	topic,	starting

from	1972	onwards:	two	trials	showed	that	steroids	saved	lives,	but	five	showed
no	significant	benefit.	Now,	you	will	often	hear	 that	doctors	disagree	when	the
evidence	 is	 mixed,	 and	 this	 is	 exactly	 that	 kind	 of	 situation.	 A	 doctor	 with	 a
strong	 pre-existing	 belief	 that	 steroids	work	 –	 perhaps	 preoccupied	with	 some
theoretical	molecular	mechanism,	by	which	the	drug	might	do	something	useful
in	the	body	–	could	come	along	and	say:	‘Look	at	 these	two	positive	trials!	Of
course	we	must	give	steroids!’	A	doctor	with	a	strong	prior	intuition	that	steroids
were	 rubbish	 might	 point	 at	 the	 five	 negative	 trials	 and	 say:	 ‘Overall	 the
evidence	shows	no	benefit.	Why	take	a	risk?’
Up	 until	 very	 recently,	 this	was	 basically	 how	medicine	 progressed.	 People

would	write	long,	languorous	review	articles	–	essays	surveying	the	literature	–
in	 which	 they	 would	 cite	 the	 trial	 data	 they’d	 come	 across	 in	 a	 completely
unsystematic	fashion,	often	reflecting	their	own	prejudices	and	values.	Then,	in
the	1980s,	people	began	to	do	something	called	a	‘systematic	review’.	This	is	a
clear,	systematic	survey	of	the	literature,	with	the	intention	of	getting	all	the	trial
data	 you	 can	 possibly	 find	 on	 one	 topic,	 without	 being	 biased	 towards	 any
particular	set	of	findings.	In	a	systematic	review,	you	describe	exactly	how	you
looked	 for	 data:	 which	 databases	 you	 searched,	 which	 search	 engines	 and
indexes	you	used,	even	what	words	you	searched	for.	You	pre-specify	the	kinds
of	studies	that	can	be	included	in	your	review,	and	then	you	present	everything



you’ve	found,	including	the	papers	you	rejected,	with	an	explanation	of	why.	By
doing	 this,	 you	 ensure	 that	 your	methods	 are	 fully	 transparent,	 replicable	 and
open	to	criticism,	providing	the	reader	with	a	clear	and	complete	picture	of	the
evidence.	It	may	sound	like	a	simple	idea,	but	systematic	reviews	are	extremely
rare	 outside	 clinical	 medicine,	 and	 are	 quietly	 one	 of	 the	most	 important	 and
transgressive	ideas	of	the	past	forty	years.
When	you’ve	got	 all	 the	 trial	data	 in	one	place,	you	can	conduct	 something

called	 a	 meta-analysis,	 where	 you	 bring	 all	 the	 results	 together	 in	 one	 giant
spreadsheet,	 pool	 all	 the	 data	 and	 get	 one	 single,	 summary	 figure,	 the	 most
accurate	summary	of	all	the	data	on	one	clinical	question.	The	output	of	this	is
called	a	‘blobbogram’,	and	you	can	see	one	on	the	opposite	page,	in	the	logo	of
the	Cochrane	Collaboration,	a	global,	non-profit	academic	organisation	that	has
been	 producing	 gold-standard	 reviews	 of	 evidence	 on	 important	 questions	 in
medicine	since	the	1980s.
This	blobbogram	shows	the	results	of	all	the	trials	done	on	giving	steroids	to

help	 premature	 babies	 survive.	 Each	 horizontal	 line	 is	 a	 trial:	 if	 that	 line	 is
further	to	the	left,	then	the	trial	showed	steroids	were	beneficial	and	saved	lives.
The	central,	vertical	line	is	the	‘line	of	no	effect’:	and	if	the	horizontal	line	of	the
trial	 touches	 the	 line	 of	 no	 effect,	 then	 that	 trial	 showed	 no	 statistically
significant	benefit.	Some	trials	are	represented	by	longer	horizontal	lines:	these
were	smaller	trials,	with	fewer	participants,	which	means	they	are	prone	to	more
error,	 so	 the	 estimate	 of	 the	 benefit	 has	 more	 uncertainty,	 and	 therefore	 the
horizontal	line	is	longer.	Finally,	the	diamond	at	the	bottom	shows	the	‘summary
effect’:	this	is	the	overall	benefit	of	the	intervention,	pooling	together	the	results
of	all	the	individual	trials.	These	are	much	narrower	than	the	lines	for	individual
trials,	because	the	estimate	is	much	more	accurate:	it	is	summarising	the	effect	of
the	drug	in	many	more	patients.	On	this	blobbogram	you	can	see	–	because	the
diamond	is	a	long	way	from	the	line	of	no	effect	–	that	giving	steroids	is	hugely
beneficial.	 In	fact,	 it	 reduces	 the	chances	of	a	premature	baby	dying	by	almost
half.



The	amazing	thing	about	this	blobbogram	is	that	it	had	to	be	invented,	and	this
happened	 very	 late	 in	 medicine’s	 history.	 For	 many	 years	 we	 had	 all	 the
information	we	needed	to	know	that	steroids	saved	lives,	but	nobody	knew	they
were	effective,	because	nobody	did	a	systematic	review	until	1989.	As	a	result,
the	 treatment	 wasn’t	 given	 widely,	 and	 huge	 numbers	 of	 babies	 died
unnecessarily;	not	because	we	didn’t	have	 the	 information,	but	 simply	because
we	didn’t	synthesise	it	together	properly.
In	 case	you	 think	 this	 is	 an	 isolated	 case,	 it’s	worth	 examining	 exactly	how

broken	 medicine	 was	 until	 frighteningly	 recent	 times.	 The	 diagram	 on	 the
opposite	page	contains	two	blobbo-grams,	or	‘forest	plots’,	showing	all	the	trials
ever	 conducted	 to	 see	 whether	 giving	 streptokinase,	 a	 clot-busting	 drug,



improves	survival	in	patients	who	have	had	a	heart	attack.11
Look	first	only	at	the	forest	plot	on	the	following	page.	This	is	a	conventional

forest	plot,	from	an	academic	journal,	so	it’s	a	little	busier	than	the	stylised	one
in	 the	 Cochrane	 logo.	 The	 principles,	 however,	 are	 exactly	 the	 same.	 Each
horizontal	 line	 is	a	 trial,	and	you	can	see	 that	 there	 is	a	hodgepodge	of	results,
with	some	trials	showing	a	benefit	(they	don’t	touch	the	vertical	line	of	no	effect,
headed	 ‘1’)	 and	 some	 showing	 no	 benefit	 (they	 do	 cross	 that	 line).	 At	 the
bottom,	however,	you	can	see	the	summary	effect	–	a	dot	on	this	old-fashioned
blobbogram,	 rather	 than	a	diamond.	And	you	can	see	very	clearly	 that	overall,
streptokinase	saves	lives.
So	what’s	that	on	the	right?	It’s	something	called	a	cumulative	meta-analysis.

If	you	look	at	the	list	of	studies	on	the	left	of	the	diagram,	you	can	see	that	they
are	arranged	in	order	of	date.	The	cumulative	meta-analysis	on	the	right	adds	in
each	 new	 trial’s	 results,	 as	 they	 arrived	 over	 history,	 to	 the	 previous	 trials’
results.	 This	 gives	 the	 best	 possible	 running	 estimate,	 each	 year,	 of	 how	 the
evidence	would	have	looked	at	that	time,	if	anyone	had	bothered	to	do	a	meta-
analysis	on	all	the	data	available	to	them.	From	this	cumulative	blobbogram	you
can	 see	 that	 the	 horizontal	 lines,	 the	 ‘summary	 effects’,	 narrow	 over	 time	 as
more	and	more	data	 is	collected,	and	 the	estimate	of	 the	overall	benefit	of	 this
treatment	 becomes	more	 accurate.	You	 can	 also	 see	 that	 these	 horizontal	 lines
stopped	 touching	 the	 vertical	 line	 of	 no	 effect	 a	 very	 long	 time	 ago	 –	 and
crucially,	 they	 do	 so	 a	 long	 time	 before	 we	 started	 giving	 streptokinase	 to
everyone	with	a	heart	attack.



In	 case	 you	 haven’t	 spotted	 it	 for	 yourself	 already	 –	 to	 be	 fair,	 the	 entire
medical	 profession	 was	 slow	 to	 catch	 on	 –	 this	 chart	 has	 devastating
implications.	Heart	attacks	are	an	incredibly	common	cause	of	death.	We	had	a
treatment	that	worked,	and	we	had	all	the	information	we	needed	to	know	that	it
worked,	 but	 once	 again	 we	 didn’t	 bring	 it	 together	 systematically	 to	 get	 that
correct	answer.	Half	of	the	people	in	those	trials	at	the	bottom	of	the	blobbogram
were	randomly	assigned	to	receive	no	streptokinase,	I	think	unethically,	because
we	had	all	 the	 information	we	needed	to	know	that	streptokinase	worked:	 they
were	deprived	of	effective	treatments.	But	they	weren’t	alone,	because	so	were
most	of	the	rest	of	the	people	in	the	world	at	the	time.
These	stories	illustrate,	I	hope,	why	systematic	reviews	and	meta-analyses	are



so	important:	we	need	to	bring	together	all	of	the	evidence	on	a	question,	not	just
cherry-pick	 the	 bits	 that	 we	 stumble	 upon,	 or	 intuitively	 like	 the	 look	 of.
Mercifully	 the	 medical	 profession	 has	 come	 to	 recognise	 this	 over	 the	 past
couple	 of	 decades,	 and	 systematic	 reviews	 with	 meta-analyses	 are	 now	 used
almost	universally,	 to	ensure	that	we	have	the	most	accurate	possible	summary
of	all	the	trials	that	have	been	done	on	a	particular	medical	question.
But	these	stories	also	demonstrate	why	missing	trial	results	are	so	dangerous.

If	 one	 researcher	 or	 doctor	 ‘cherry-picks’,	 when	 summarising	 the	 existing
evidence,	 and	 looks	 only	 at	 the	 trials	 that	 support	 their	 hunch,	 then	 they	 can
produce	 a	 misleading	 picture	 of	 the	 research.	 That	 is	 a	 problem	 for	 that	 one
individual	(and	for	anyone	who	is	unwise	or	unlucky	enough	to	be	influenced	by
them).	 But	 if	 we	 are	 all	 missing	 the	 negative	 trials,	 the	 entire	 medical	 and
academic	community,	around	the	world,	then	when	we	pool	the	evidence	to	get
the	best	possible	view	of	what	works	–	as	we	must	do	–	we	are	all	completely
misled.	 We	 get	 a	 misleading	 impression	 of	 the	 treatment’s	 effectiveness:	 we
incorrectly	 exaggerate	 its	 benefits;	 or	 perhaps	 even	 find	 incorrectly	 that	 an
intervention	was	beneficial,	when	in	reality	it	did	harm.
Now	that	you	understand	 the	 importance	of	systematic	 reviews,	you	can	see

why	missing	data	matters.	But	you	can	also	appreciate	that	when	I	explain	how
much	 trial	 data	 is	missing,	 I	 am	giving	you	a	 clean	overview	of	 the	 literature,
because	I	will	be	explaining	that	evidence	using	systematic	reviews.

How	much	data	is	missing?

If	 you	 want	 to	 prove	 that	 trials	 have	 been	 left	 unpublished,	 you	 have	 an
interesting	problem:	you	need	 to	prove	 the	existence	of	studies	you	don’t	have
access	 to.	To	work	around	this,	people	have	developed	a	simple	approach:	you
identify	 a	 group	 of	 trials	 you	 know	have	 been	 conducted	 and	 completed,	 then
check	to	see	if	they	have	been	published.	Finding	a	list	of	completed	trials	is	the
tricky	 part	 of	 this	 job,	 and	 to	 achieve	 it	 people	 have	 used	 various	 strategies:
trawling	 the	 lists	 of	 trials	 that	 have	 been	 approved	 by	 ethics	 committees	 (or
‘institutional	 review	boards’	 in	 the	USA),	 for	example;	or	chasing	up	 the	 trials
discussed	by	researchers	at	conferences.
In	2008	a	group	of	researchers	decided	to	check	for	publication	of	every	trial

that	had	ever	been	reported	to	the	US	Food	and	Drug	Administration	for	all	the
antidepressants	that	came	onto	the	market	between	1987	and	2004.	This	was	no



small	task.	The	FDA	archives	contain	a	reasonable	amount	of	information	on	all
the	trials	that	were	submitted	to	the	regulator	in	order	to	get	a	licence	for	a	new
drug.	But	 that’s	not	all	 the	 trials,	by	any	means,	because	 those	conducted	after
the	drug	has	come	onto	the	market	will	not	appear	there;	and	the	information	that
is	provided	by	the	FDA	is	hard	to	search,	and	often	scanty.	But	it	is	an	important
subset	of	 the	 trials,	and	more	 than	enough	for	us	 to	begin	exploring	how	often
trials	go	missing,	and	why.	 It’s	also	a	 representative	slice	of	 trials	 from	all	 the
major	drug	companies.
The	 researchers	 found	 seventy-four	 studies	 in	 total,	 representing	 12,500

patients’	worth	of	data.	Thirty-eight	of	these	trials	had	positive	results,	and	found
that	the	new	drug	worked;	thirty-six	were	negative.	The	results	were	therefore	an
even	 split	 between	 success	 and	 failure	 for	 the	 drugs,	 in	 reality.	 Then	 the
researchers	set	about	looking	for	these	trials	in	the	published	academic	literature,
the	 material	 available	 to	 doctors	 and	 patients.	 This	 provided	 a	 very	 different
picture.	Thirty-seven	of	the	positive	trials	–	all	but	one	–	were	published	in	full,
often	with	much	fanfare.	But	the	trials	with	negative	results	had	a	very	different
fate:	only	 three	were	published.	Twenty-two	were	 simply	 lost	 to	history,	never
appearing	anywhere	other	than	in	those	dusty,	disorganised,	thin	FDA	files.	The
remaining	eleven	which	had	negative	results	in	the	FDA	summaries	did	appear
in	 the	academic	 literature,	but	were	written	up	as	 if	 the	drug	was	a	 success.	 If
you	think	this	sounds	absurd,	I	agree:	we	will	see	in	Chapter	4,	on	‘bad	trials’,
how	a	study’s	results	can	be	reworked	and	polished	to	distort	and	exaggerate	its
findings.
This	was	a	remarkable	piece	of	work,	spread	over	 twelve	drugs	from	all	 the

major	 manufacturers,	 with	 no	 stand-out	 bad	 guy.	 It	 very	 clearly	 exposed	 a
broken	 system:	 in	 reality	 we	 have	 thirty-eight	 positive	 trials	 and	 thirty-seven
negative	ones;	in	the	academic	literature	we	have	forty-eight	positive	trials	and
three	negative	ones.	Take	a	moment	to	flip	back	and	forth	between	those	in	your
mind:	‘thirty-eight	positive	trials,	thirty-seven	negative’;	or	‘forty-eight	positive
trials	and	only	three	negative’.
If	 we	 were	 talking	 about	 one	 single	 study,	 from	 one	 single	 group	 of

researchers,	who	decided	to	delete	half	their	results	because	they	didn’t	give	the
overall	picture	they	wanted,	then	we	would	quite	correctly	call	that	act	‘research
misconduct’.	Yet	somehow	when	exactly	the	same	phenomenon	occurs,	but	with
whole	 studies	 going	 missing,	 by	 the	 hands	 of	 hundreds	 and	 thousands	 of
individuals,	 spread	around	 the	world,	 in	both	 the	public	and	private	 sector,	we
accept	 it	 as	 a	 normal	 part	 of	 life.12	 It	 passes	 by,	 under	 the	 watchful	 eyes	 of



regulators	 and	 professional	 bodies	 who	 do	 nothing,	 as	 routine,	 despite	 the
undeniable	impact	it	has	on	patients.
Even	more	strange	is	this:	we’ve	known	about	the	problem	of	negative	studies

going	missing	for	almost	as	long	as	people	have	been	doing	serious	science.
This	 was	 first	 formally	 documented	 by	 a	 psychologist	 called	 Theodore

Sterling	 in	 1959.13	 He	 went	 through	 every	 paper	 published	 in	 the	 four	 big
psychology	 journals	 of	 the	 time,	 and	 found	 that	 286	 out	 of	 294	 reported	 a
statistically	 significant	 result.	This,	he	explained,	was	plainly	 fishy:	 it	 couldn’t
possibly	be	a	fair	representation	of	every	study	that	had	been	conducted,	because
if	we	believed	that,	we’d	have	to	believe	that	almost	every	theory	ever	tested	by
a	 psychologist	 in	 an	 experiment	 had	 turned	 out	 to	 be	 correct.	 If	 psychologists
really	were	so	great	at	predicting	results,	there’d	hardly	be	any	point	in	bothering
to	run	experiments	at	all.	In	1995,	at	the	end	of	his	career,	the	same	researcher
came	 back	 to	 the	 same	 question,	 half	 a	 lifetime	 later,	 and	 found	 that	 almost
nothing	had	changed.14
Sterling	was	the	first	to	put	these	ideas	into	a	formal	academic	context,	but	the

basic	truth	had	been	recognised	for	many	centuries.	Francis	Bacon	explained	in
1620	that	we	often	mislead	ourselves	by	only	remembering	the	times	something
worked,	 and	 forgetting	 those	when	 it	 didn’t.15	 Fowler	 in	 1786	 listed	 the	 cases
he’d	seen	treated	with	arsenic,	and	pointed	out	that	he	could	have	glossed	over
the	 failures,	as	others	might	be	 tempted	 to	do,	but	had	 included	 them.16	To	do
otherwise,	he	explained,	would	have	been	misleading.
Yet	 it	was	only	 three	decades	 ago	 that	people	 started	 to	 realise	 that	missing

trials	posed	a	serious	problem	for	medicine.	In	1980	Elina	Hemminki	found	that
almost	 half	 the	 trials	 conducted	 in	 the	mid-1970s	 in	 Finland	 and	 Sweden	 had
been	 left	 unpublished.17	 Then,	 in	 1986,	 an	American	 researcher	 called	Robert
Simes	 decided	 to	 investigate	 the	 trials	 on	 a	 new	 treatment	 for	 ovarian	 cancer.
This	 was	 an	 important	 study,	 because	 it	 looked	 at	 a	 life-or-death	 question.
Combination	chemotherapy	for	 this	kind	of	cancer	has	very	 tough	side	effects,
and	knowing	this,	many	researchers	had	hoped	it	might	be	better	to	give	a	single
‘alkylating	 agent’	 drug	 first,	 before	 moving	 on	 to	 full	 chemotherapy.	 Simes
looked	at	all	the	trials	published	on	this	question	in	the	academic	literature,	read
by	 doctors	 and	 academics.	 From	 this,	 giving	 a	 single	 drug	 first	 looked	 like	 a
great	idea:	women	with	advanced	ovarian	cancer	(which	is	not	a	good	diagnosis
to	have)	who	were	on	the	alkylating	agent	alone	were	significantly	more	likely
to	survive	longer.
Then	 Simes	 had	 a	 smart	 idea.	 He	 knew	 that	 sometimes	 trials	 can	 go



unpublished,	 and	 he	 had	 heard	 that	 papers	 with	 less	 ‘exciting’	 results	 are	 the
most	 likely	 to	go	missing.	To	prove	 that	 this	has	happened,	 though,	 is	a	 tricky
business:	you	need	to	find	a	fair,	representative	sample	of	all	the	trials	that	have
been	 conducted,	 and	 then	 compare	 their	 results	with	 the	 smaller	 pool	 of	 trials
that	have	been	published,	to	see	if	there	are	any	embarrassing	differences.	There
was	no	easy	way	to	get	 this	 information	from	the	medicines	regulator	(we	will
discuss	this	problem	in	some	detail	later),	so	instead	he	went	to	the	International
Cancer	Research	Data	Bank.	This	 contained	 a	 register	 of	 interesting	 trials	 that
were	 happening	 in	 the	 USA,	 including	 most	 of	 the	 ones	 funded	 by	 the
government,	 and	 many	 others	 from	 around	 the	 world.	 It	 was	 by	 no	 means	 a
complete	list,	but	it	did	have	one	crucial	feature:	the	trials	were	registered	before
their	 results	 came	 in,	 so	 any	 list	 compiled	 from	 this	 source	 would	 be,	 if	 not
complete,	at	least	a	representative	sample	of	all	the	research	that	had	ever	been
done,	and	not	biased	by	whether	their	results	were	positive	or	negative.
When	 Simes	 compared	 the	 results	 of	 the	 published	 trials	 against	 the	 pre-

registered	trials,	the	results	were	disturbing.	Looking	at	the	academic	literature	–
the	 studies	 that	 researchers	 and	 journal	 editors	 chose	 to	 publish	 –	 alkylating
agents	alone	looked	like	a	great	idea,	reducing	the	rate	of	death	from	advanced
ovarian	 cancer	 significantly.	 But	 when	 you	 looked	 only	 at	 the	 pre-registered
trials	 –	 the	 unbiased,	 fair	 sample	 of	 all	 the	 trials	 ever	 conducted	 –	 the	 new
treatment	was	no	better	than	old-fashioned	chemotherapy.
Simes	immediately	recognised	–	as	I	hope	you	will	too	–	that	the	question	of

whether	 one	 form	 of	 cancer	 treatment	 is	 better	 than	 another	 was	 small	 fry
compared	 to	 the	depth	charge	he	was	about	 to	set	off	 in	 the	medical	 literature.
Everything	we	 thought	we	 knew	 about	whether	 treatments	worked	 or	 not	was
probably	distorted,	 to	 an	 extent	 that	might	 be	hard	 to	measure,	 but	 that	would
certainly	 have	 a	 major	 impact	 on	 patient	 care.	 We	 were	 seeing	 the	 positive
results,	and	missing	the	negative	ones.	There	was	one	clear	thing	we	should	do
about	this:	start	a	registry	of	all	clinical	trials,	demand	that	people	register	their
study	before	they	start,	and	insist	that	they	publish	the	results	at	the	end.
That	was	1986.	Since	then,	a	generation	later,	we	have	done	very	badly.	In	this

book,	I	promise	I	won’t	overwhelm	you	with	data.	But	at	the	same	time,	I	don’t
want	 any	 drug	 company,	 or	 government	 regulator,	 or	 professional	 body,	 or
anyone	who	doubts	this	whole	story,	to	have	any	room	to	wriggle.	So	I’ll	now	go
through	 all	 the	 evidence	 on	missing	 trials,	 as	 briefly	 as	 possible,	 showing	 the
main	approaches	that	have	been	used.	All	of	what	you	are	about	to	read	comes
from	the	most	current	systematic	reviews	on	the	subject,	so	you	can	be	sure	that



it	is	a	fair	and	unbiased	summary	of	the	results.
One	 research	 approach	 is	 to	 get	 all	 the	 trials	 that	 a	medicines	 regulator	 has

record	of,	from	the	very	early	ones	done	for	the	purposes	of	getting	a	licence	for
a	new	drug,	and	then	check	to	see	if	 they	all	appear	 in	the	academic	literature.
That’s	the	method	we	saw	used	in	the	paper	mentioned	above,	where	researchers
sought	out	every	paper	on	twelve	antidepressants,	and	found	that	a	50/50	split	of
positive	and	negative	results	turned	into	forty-eight	positive	papers	and	just	three
negative	ones.	This	method	has	been	used	extensively	in	several	different	areas
of	medicine:

Lee	and	colleagues,	for	example,	looked	for	all	of	the	909	trials	submitted
alongside	marketing	 applications	 for	 all	 ninety	 new	drugs	 that	 came	 onto
the	market	from	2001	to	2002:	they	found	that	66	per	cent	of	the	trials	with
significant	 results	were	published,	 compared	with	only	36	per	 cent	 of	 the
rest.18
Melander,	 in	 2003,	 looked	 for	 all	 forty-two	 trials	 on	 five	 antidepressants
that	were	submitted	to	the	Swedish	drug	regulator	in	the	process	of	getting
a	 marketing	 authorisation:	 all	 twenty-one	 studies	 with	 significant	 results
were	 published;	 only	 81	 per	 cent	 of	 those	 finding	 no	 benefit	 were
published.19
Rising	et	al.,	in	2008,	found	more	of	those	distorted	write-ups	that	we’ll	be
dissecting	later:	 they	looked	for	all	 trials	on	two	years’	worth	of	approved
drugs.	 In	 the	 FDA’s	 summary	 of	 the	 results,	 once	 those	 could	 be	 found,
there	 were	 164	 trials.	 Those	 with	 favourable	 outcomes	 were	 a	 full	 four
times	 more	 likely	 to	 be	 published	 in	 academic	 papers	 than	 those	 with
negative	outcomes.	On	top	of	that,	four	of	the	trials	with	negative	outcomes
changed,	 once	 they	 appeared	 in	 the	 academic	 literature,	 to	 favour	 the
drug.20

If	 you	 prefer,	 you	 can	 look	 at	 conference	 presentations:	 a	 huge	 amount	 of
research	gets	presented	at	conferences,	but	our	current	best	estimate	is	that	only
about	half	of	it	ever	appears	in	the	academic	literature.21	Studies	presented	only
at	conferences	are	almost	 impossible	to	find,	or	cite,	and	are	especially	hard	to
assess,	because	so	little	information	is	available	on	the	specific	methods	used	in
the	 research	 (often	 as	 little	 as	 a	 paragraph).	 And	 as	 you	 will	 see	 shortly,	 not
every	trial	 is	a	fair	 test	of	a	 treatment.	Some	can	be	biased	by	design,	so	 these



details	matter.
The	 most	 recent	 systematic	 review	 of	 studies	 looking	 at	 what	 happens	 to

conference	papers	was	done	in	2010,	and	it	found	thirty	separate	studies	looking
at	 whether	 negative	 conference	 presentations	 –	 in	 fields	 as	 diverse	 as
anaesthetics,	 cystic	 fibrosis,	 oncology,	 and	A&E	 –	 disappear	 before	 becoming
fully-fledged	academic	papers.22	Overwhelmingly,	unflattering	results	are	much
more	likely	to	go	missing.
If	you’re	very	lucky,	you	can	track	down	a	list	of	trials	whose	existence	was

publicly	recorded	before	they	were	started,	perhaps	on	a	register	that	was	set	up
to	 explore	 that	 very	 question.	 From	 the	 pharmaceutical	 industry,	 up	 until	 very
recently,	 you’d	 be	 very	 lucky	 to	 find	 such	 a	 list	 in	 the	 public	 domain.	 For
publicly-funded	research	the	story	is	a	little	different,	and	here	we	start	to	learn	a
new	 lesson:	 although	 the	vast	majority	 of	 trials	 are	 conducted	by	 the	 industry,
with	the	result	that	they	set	the	tone	for	the	community,	this	phenomenon	is	not
limited	to	the	commercial	sector.

By	 1997	 there	 were	 already	 four	 studies	 in	 a	 systematic	 review	 on	 this
approach.	They	 found	 that	 studies	with	 significant	 results	were	 two	and	a
half	times	more	likely	to	get	published	than	those	without.23
A	 paper	 from	 1998	 looked	 at	 all	 trials	 from	 two	 groups	 of	 triallists
sponsored	by	 the	US	National	 Institutes	 of	Health	 over	 the	 preceding	 ten
years,	 and	 found,	 again,	 that	 studies	 with	 significant	 results	 were	 more
likely	to	be	published.24
Another	looked	at	drug	trials	notified	to	the	Finnish	National	Agency,	and
found	that	47	per	cent	of	the	positive	results	were	published,	but	only	11	per
cent	of	the	negative	ones.25
Another	 looked	 at	 all	 the	 trials	 that	 had	 passed	 through	 the	 pharmacy
department	 of	 an	 eye	 hospital	 since	 1963:	 93	 per	 cent	 of	 the	 significant
results	were	published,	but	only	70	per	cent	of	the	negative	ones.26

The	 point	 being	made	 in	 this	 blizzard	 of	 data	 is	 simple:	 this	 is	 not	 an	 under-
researched	area;	the	evidence	has	been	with	us	for	a	long	time,	and	it	is	neither
contradictory	nor	ambiguous.
Two	 French	 studies	 in	 2005	 and	 2006	 took	 a	 new	 approach:	 they	 went	 to

ethics	 committees,	 and	got	 lists	 of	 all	 the	 studies	 they	had	 approved,	 and	 then
found	 out	 from	 the	 investigators	 whether	 the	 trials	 had	 produced	 positive	 or



negative	results,	before	finally	 tracking	down	the	published	academic	papers.27
The	first	study	found	that	significant	results	were	twice	as	likely	to	be	published;
the	second	that	they	were	four	times	as	likely.	In	Britain,	two	researchers	sent	a
questionnaire	to	all	the	lead	investigators	on	101	projects	paid	for	by	NHS	R&D:
it’s	 not	 industry	 research,	 but	 it’s	 worth	 noting	 anyway.	 This	 produced	 an
unusual	result:	there	was	no	statistically	significant	difference	in	the	publication
rates	of	positive	and	negative	papers.28
But	 it’s	 not	 enough	 simply	 to	 list	 studies.	 Systematically	 taking	 all	 the

evidence	that	we	have	so	far,	what	do	we	see	overall?
It’s	 not	 ideal	 to	 lump	 every	 study	 of	 this	 type	 together	 in	 one	 giant

spreadsheet,	to	produce	a	summary	figure	on	publication	bias,	because	they	are
all	very	different,	in	different	fields,	with	different	methods.	This	is	a	concern	in
many	meta-analyses	(though	it	shouldn’t	be	overstated:	if	there	are	lots	of	trials
comparing	 one	 treatment	 against	 placebo,	 say,	 and	 they’re	 all	 using	 the	 same
outcome	measurement,	then	you	might	be	fine	just	lumping	them	all	in	together).
But	you	can	reasonably	put	some	of	these	studies	together	in	groups.	The	most

current	 systematic	 review	 on	 publication	 bias,	 from	 2010,	 from	 which	 the
examples	 above	 are	 taken,	 draws	 together	 the	 evidence	 from	 various	 fields.29
Twelve	 comparable	 studies	 follow	 up	 conference	 presentations,	 and	 taken
together	they	find	that	a	study	with	a	significant	finding	is	1.62	times	more	likely
to	be	published.	For	the	four	studies	taking	lists	of	trials	from	before	they	started,
overall,	significant	results	were	2.4	times	more	likely	to	be	published.	Those	are
our	 best	 estimates	 of	 the	 scale	 of	 the	 problem.	They	 are	 current,	 and	 they	 are
damning.
All	of	this	missing	data	is	not	simply	an	abstract	academic	matter:	in	the	real

world	of	medicine,	published	evidence	is	used	to	make	treatment	decisions.	This
problem	goes	to	the	core	of	everything	that	doctors	do,	so	it’s	worth	considering
in	some	detail	what	impact	it	has	on	medical	practice.	Firstly,	as	we	saw	in	the
case	 of	 reboxetine,	 doctors	 and	 patients	 are	 misled	 about	 the	 effects	 of	 the
medicines	 they	 use,	 and	 can	 end	 up	 making	 decisions	 that	 cause	 avoidable
suffering,	 or	 even	 death.	 We	 might	 also	 choose	 unnecessarily	 expensive
treatments,	 having	 been	 misled	 into	 thinking	 they	 are	 more	 effective	 than
cheaper	older	drugs.	This	wastes	money,	ultimately	depriving	patients	of	other
treatments,	since	funding	for	health	care	is	never	infinite.
It’s	 also	 worth	 being	 clear	 that	 this	 data	 is	 withheld	 from	 everyone	 in

medicine,	 from	 top	 to	bottom.	NICE,	 for	example,	 is	 the	National	 Institute	 for
Health	 and	 Clinical	 Excellence,	 created	 by	 the	 British	 government	 to	 conduct



careful,	unbiased	summaries	of	all	the	evidence	on	new	treatments.	It	is	unable
either	 to	 identify	 or	 to	 access	 data	 that	 has	 been	 withheld	 by	 researchers	 or
companies	on	a	drug’s	effectiveness:	NICE	has	no	more	legal	right	to	that	data
than	 you	 or	 I	 do,	 even	 though	 it	 is	making	 decisions	 about	 effectiveness,	 and
cost-effectiveness,	on	behalf	of	 the	NHS,	for	millions	of	people.	 In	fact,	as	we
shall	 see,	 the	 MHRA	 and	 EMA	 (the	 European	 Medicines	 Agency)	 –	 the
regulators	that	decide	which	drugs	can	go	on	the	market	in	the	UK	–	often	have
access	 to	 this	 information,	but	do	not	share	 it	with	 the	public,	with	doctors,	or
with	NICE.	This	is	an	extraordinary	and	perverse	situation.
So,	 while	 doctors	 are	 kept	 in	 the	 dark,	 patients	 are	 exposed	 to	 inferior

treatments,	 ineffective	 treatments,	 unnecessary	 treatments,	 and	 unnecessarily
expensive	 treatments	 that	 are	 no	 better	 than	 cheap	 ones;	 governments	 pay	 for
unnecessarily	 expensive	 treatments,	 and	mop	 up	 the	 cost	 of	 harms	 created	 by
inadequate	 or	 harmful	 treatment;	 and	 individual	 participants	 in	 trials,	 such	 as
those	in	the	TGN1412	study,	are	exposed	to	terrifying,	life-threatening	ordeals,
resulting	in	lifelong	scars,	again	quite	unnecessarily.
At	the	same	time,	the	whole	of	the	research	project	in	medicine	is	retarded,	as

vital	negative	results	are	held	back	from	those	who	could	use	them.	This	affects
everyone,	 but	 it	 is	 especially	 egregious	 in	 the	 world	 of	 ‘orphan	 diseases’,
medical	 problems	 that	 affect	 only	 small	 numbers	 of	 patients,	 because	 these
corners	 of	 medicine	 are	 already	 short	 of	 resources,	 and	 are	 neglected	 by	 the
research	 departments	 of	 most	 drug	 companies,	 since	 the	 opportunities	 for
revenue	 are	 thinner.	 People	 working	 on	 orphan	 diseases	 will	 often	 research
existing	drugs	that	have	been	tried	and	failed	in	other	conditions,	but	that	have
theoretical	potential	for	the	orphan	disease.	If	the	data	from	earlier	work	on	these
drugs	 in	 other	 diseases	 is	 missing,	 then	 the	 job	 of	 researching	 them	 for	 the
orphan	 disease	 is	 both	 harder	 and	more	 dangerous:	 perhaps	 they	 have	 already
been	 shown	 to	 have	 benefits	 or	 effects	 that	 would	 help	 accelerate	 research;
perhaps	 they	 have	 already	 been	 shown	 to	 be	 actively	 harmful	 when	 used	 on
other	 diseases,	 and	 there	 are	 important	 safety	 signals	 that	 would	 help	 protect
future	research	participants	from	harm.	Nobody	can	tell	you.
Finally,	and	perhaps	most	shamefully,	when	we	allow	unflattering	data	to	go

unpublished,	we	betray	the	patients	who	participated	in	these	studies:	the	people
who	have	given	their	bodies,	and	sometimes	their	lives,	in	the	implicit	belief	that
they	are	doing	something	to	create	new	knowledge,	that	will	benefit	others	in	the
same	position	as	them	in	the	future.	In	fact,	their	belief	is	not	implicit:	often	it’s
exactly	what	we	tell	them,	as	researchers,	and	it	is	a	lie,	because	the	data	might



be	withheld,	and	we	know	it.
So	whose	fault	is	this?

Why	do	negative	trials	disappear?

In	a	moment	we	will	see	more	clear	cases	of	drug	companies	withholding	data	–
in	stories	where	we	can	identify	individuals	–	sometimes	with	the	assistance	of
regulators.	When	we	 get	 to	 these,	 I	 hope	 your	 rage	might	 swell.	But	 first,	 it’s
worth	 taking	 a	 moment	 to	 recognise	 that	 publication	 bias	 occurs	 outside
commercial	drug	development,	and	in	completely	unrelated	fields	of	academia,
where	people	are	motivated	only	by	reputation,	and	their	own	personal	interests.
In	many	respects,	after	all,	publication	bias	is	a	very	human	process.	If	you’ve

done	 a	 study	 and	 it	 didn’t	 have	 an	 exciting,	 positive	 result,	 then	 you	 might
wrongly	 conclude	 that	 your	 experiment	 isn’t	 very	 interesting	 to	 other
researchers.	There’s	also	the	issue	of	incentives:	academics	are	often	measured,
rather	 unhelpfully,	 by	 crude	 metrics	 like	 the	 numbers	 of	 citations	 for	 their
papers,	 and	 the	number	of	 ‘high-impact’	 studies	 they	get	 into	glamorous	well-
read	 journals.	 If	negative	findings	are	harder	 to	publish	 in	bigger	 journals,	and
less	 likely	 to	 be	 cited	 by	 other	 academics,	 then	 the	 incentives	 to	 work	 at
disseminating	 them	 are	 lower.	With	 a	 positive	 finding,	 meanwhile,	 you	 get	 a
sense	of	discovering	 something	new.	Everyone	around	you	 is	 excited,	 because
your	results	are	exceptional.
One	clear	illustration	of	this	problem	came	in	2010.	A	mainstream	American

psychology	researcher	called	Daryl	Bem	published	a	competent	academic	paper,
in	a	well-respected	journal,	showing	evidence	of	precognition,	the	ability	to	see
into	 the	 future.*	 These	 studies	 were	 well-designed,	 and	 the	 findings	 were
statistically	 significant,	 but	many	people	weren’t	 very	 convinced,	 for	 the	 same
reasons	 you	 aren’t:	 if	 humans	 really	 could	 see	 into	 the	 future,	 we’d	 probably
know	about	it	already;	and	extraordinary	claims	require	extraordinary	evidence,
rather	than	one-off	findings.
But	in	fact	the	study	has	been	replicated,	though	Bem’s	positive	results	have

not	 been.	 At	 least	 two	 groups	 of	 academics	 have	 rerun	 several	 of	 Bem’s
experiments,	 using	 the	 exact	 same	 methods,	 and	 both	 found	 no	 evidence	 of
precognition.	 One	 group	 submitted	 their	 negative	 results	 to	 the	 Journal	 of
Personality	and	Social	Psychology	–	the	very	same	journal	that	published	Bem’s
paper	in	2010	–	and	that	journal	rejected	their	paper	out	of	hand.	The	editor	even



came	right	out	and	said	it:	we	never	publish	studies	that	replicate	other	work.
Here	 we	 see	 the	 same	 problem	 as	 in	 medicine:	 positive	 findings	 are	 more

likely	to	be	published	than	negative	ones.	Every	now	and	then,	a	freak	positive
result	 is	 published	 showing,	 for	 example,	 that	 people	 can	 see	 into	 the	 future.
Who	knows	how	many	psychologists	have	tried,	over	the	years,	to	find	evidence
of	 psychic	 powers,	 running	 elaborate,	 time-consuming	 experiments,	 on	dozens
of	 subjects	–	maybe	hundreds	–	 and	 then	 found	no	evidence	 that	 such	powers
exist?	Any	scientist	trying	to	publish	such	a	‘So	what?’	finding	would	struggle	to
get	a	journal	to	take	it	seriously,	at	the	best	of	times.	Even	with	the	clear	target	of
Bem’s	paper	on	precognition,	which	was	widely	covered	in	serious	newspapers
across	Europe	and	the	USA,	the	academic	journal	with	a	proven	recent	interest
in	the	question	of	precognition	simply	refused	to	publish	a	paper	with	a	negative
result.	Yet	replicating	these	findings	was	key	–	Bem	himself	said	so	in	his	paper
–	so	keeping	track	of	the	negative	replications	is	vital	too.
People	working	in	real	labs	will	tell	you	that	sometimes	an	experiment	can	fail

to	 produce	 a	 positive	 result	many	 times	before	 the	outcome	you’re	 hoping	 for
appears.	 What	 does	 that	 mean?	 Sometimes	 the	 failures	 will	 be	 the	 result	 of
legitimate	 technical	 problems;	 but	 sometimes	 they	 will	 be	 vitally	 important
statistical	 context,	 perhaps	 even	 calling	 the	 main	 finding	 of	 the	 research	 into
question.	Many	 research	 findings,	 remember,	 are	 not	 absolute	 black-and-white
outcomes,	but	fragile	statistical	correlations.	Under	our	current	system,	most	of
this	 contextual	 information	 about	 failure	 is	 just	 brushed	 under	 the	 carpet,	 and
this	has	huge	ramifications	for	the	cost	of	replicating	research,	in	ways	that	are
not	immediately	obvious.	For	example,	researchers	failing	to	replicate	an	initial
finding	 may	 not	 know	 if	 they’ve	 failed	 because	 the	 original	 result	 was	 an
overstated	 fluke,	 or	 because	 they’ve	 made	 some	 kind	 of	 mistake	 in	 their
methods.	In	fact,	 the	cost	of	proving	that	a	finding	was	wrong	is	vastly	greater
than	 the	 cost	 of	 making	 it	 in	 the	 first	 place,	 because	 you	 need	 to	 run	 the
experiment	many	more	times	to	prove	the	absence	of	a	finding,	simply	because
of	the	way	that	the	statistics	of	detecting	weak	effects	work;	and	you	also	need	to
be	 absolutely	 certain	 that	 you’ve	 excluded	 all	 technical	 problems,	 to	 avoid
getting	egg	on	your	 face	 if	your	 replication	 turns	out	 to	have	been	 inadequate.
These	barriers	to	refutation	may	partly	explain	why	it’s	so	easy	to	get	away	with
publishing	findings	that	ultimately	turn	out	to	be	wrong.30
Publication	 bias	 is	 not	 just	 a	 problem	 in	 the	 more	 abstract	 corners	 of

psychology	 research.	 In	 2012	 a	 group	 of	 researchers	 reported	 in	 the	 journal
Nature	 how	 they	 tried	 to	 replicate	 fifty-three	 early	 laboratory	 studies	 of



promising	targets	for	cancer	 treatments:	forty-seven	of	 the	fifty-three	could	not
be	replicated.31	This	study	has	serious	implications	for	the	development	of	new
drugs	in	medicine,	because	such	unreplicable	findings	are	not	simply	an	abstract
academic	issue:	researchers	build	theories	on	the	back	of	them,	trust	that	they’re
valid,	 and	 investigate	 the	 same	 idea	 using	 other	 methods.	 If	 they	 are	 simply
being	led	down	the	garden	path,	chasing	up	fluke	errors,	then	huge	amounts	of
research	money	and	effort	are	being	wasted,	and	the	discovery	of	new	medical
treatments	is	being	seriously	retarded.
The	authors	of	the	study	were	clear	on	both	the	cause	of	and	the	solution	for

this	 problem.	 Fluke	 findings,	 they	 explained,	 are	 often	 more	 likely	 to	 be
submitted	to	journals	–	and	more	likely	to	be	published	–	than	boring,	negative
ones.	 We	 should	 give	 more	 incentives	 to	 academics	 for	 publishing	 negative
results;	but	we	should	also	give	them	more	opportunity.
This	 means	 changing	 the	 behaviour	 of	 academic	 journals,	 and	 here	 we	 are

faced	with	a	problem.	Although	they	are	usually	academics	themselves,	journal
editors	 have	 their	 own	 interests	 and	 agendas,	 and	 have	more	 in	 common	with
everyday	 journalists	 and	 newspaper	 editors	 than	 some	 of	 them	might	 wish	 to
admit,	 as	 the	 episode	 of	 the	 precognition	 experiment	 above	 illustrates	 very
clearly.	 Whether	 journals	 like	 this	 are	 a	 sensible	 model	 for	 communicating
research	 at	 all	 is	 a	 hotly	 debated	 subject	 in	 academia,	 but	 this	 is	 the	 current
situation.	 Journals	are	 the	gatekeepers,	 they	make	decisions	on	what’s	 relevant
and	interesting	for	their	audience,	and	they	compete	for	readers.
This	can	 lead	 them	 to	behave	 in	ways	 that	don’t	 reflect	 the	best	 interests	of

science,	 because	 an	 individual	 journal’s	 desire	 to	 provide	 colourful	 content
might	conflict	with	the	collective	need	to	provide	a	comprehensive	picture	of	the
evidence.	 In	 newspaper	 journalism,	 there	 is	 a	well-known	 aphorism:	 ‘When	 a
dog	 bites	 a	 man,	 that’s	 not	 news;	 but	 when	 a	 man	 bites	 a	 dog…’	 These
judgements	 on	 newsworthiness	 in	 mainstream	 media	 have	 even	 been
demonstrated	 quantitatively.	 One	 study	 in	 2003,	 for	 example,	 looked	 at	 the
BBC’s	 health	 news	 coverage	 over	 several	 months,	 and	 calculated	 how	 many
people	had	to	die	from	a	given	cause	for	one	story	to	appear.	8,571	people	died
from	 smoking	 for	 each	 story	 about	 smoking;	 but	 there	 were	 three	 stories	 for
every	death	 from	new	variant	CJD,	or	 ‘mad	cow	disease’.32	Another,	 in	1992,
looked	at	print-media	coverage	of	drug	deaths,	and	found	 that	you	needed	265
deaths	from	paracetamol	poisoning	for	one	story	about	such	a	death	to	appear	in
a	paper;	but	every	death	from	MDMA	received,	on	average,	one	piece	of	news
coverage.33



If	 similar	 judgements	 are	 influencing	 the	 content	of	 academic	 journals,	 then
we	have	a	problem.	But	can	it	really	be	the	case	that	academic	journals	are	the
bottleneck,	preventing	doctors	and	academics	from	having	access	to	unflattering
trial	 results	 about	 the	 safety	 and	 effectiveness	 of	 the	 drugs	 they	 use?	 This
argument	is	commonly	deployed	by	industry,	and	researchers	too	are	often	keen
to	blame	journals	for	rejecting	negative	findings	en	masse.	Luckily,	this	has	been
the	 subject	 of	 some	 research;	 and	 overall,	while	 journals	 aren’t	 blameless,	 it’s
hard	to	claim	that	they	are	the	main	source	of	this	serious	public-health	problem.
This	 is	 especially	 so	 since	 there	 are	 whole	 academic	 journals	 dedicated	 to
publishing	 clinical	 trials,	 with	 a	 commitment	 to	 publishing	 negative	 results
written	into	their	constitutions.
But	 to	 be	 kind,	 for	 the	 sake	 of	 completeness,	 and	 because	 industry	 and

researchers	are	so	keen	to	pass	the	blame	on	to	academic	journals,	we	can	see	if
what	they	claim	is	true.
One	 survey	 simply	 asked	 the	 authors	 of	 unpublished	work	 if	 they	 had	 ever

submitted	 it	 for	 publication.	One	 hundred	 and	 twenty-four	 unpublished	 results
were	 identified,	 by	 following	 up	 on	 every	 study	 approved	 by	 a	 group	 of	 US
ethics	 committees,	 and	 when	 the	 researchers	 contacted	 the	 teams	 behind	 the
unpublished	 results,	 it	 turned	 out	 that	 only	 six	 papers	 had	 ever	 actually	 been
submitted	 and	 rejected.34	 Perhaps,	 you	 might	 say,	 this	 was	 a	 freak	 finding.
Another	approach	is	to	follow	up	all	the	papers	submitted	to	one	journal,	and	see
if	 those	with	negative	 results	 are	 rejected	more	often.	Here	 again,	 the	 journals
seem	 blameless:	 745	 manuscripts	 submitted	 to	 the	 Journal	 of	 the	 American
Medical	Association	 (JAMA)	were	followed	up,	and	 there	was	no	difference	 in
acceptance	 rate	 for	 significant	 and	 non-significant	 findings.35	 The	 same	 thing
has	been	tried	with	papers	submitted	to	the	BMJ,	the	Lancet,	Annals	of	Internal
Medicine	 and	 the	 Journal	 of	 Bone	 and	 Joint	 Surgery.36	 Again	 and	 again,	 no
effect	was	found.	Might	that	be	because	the	journals	played	fair	when	they	knew
they	were	being	watched?	Turning	around	an	entire	publishing	operation	for	one
brief	performance	would	be	tough,	but	it’s	possible.
These	 studies	 all	 involved	observing	what	 has	 happened	 in	 normal	 practice.

One	 last	 option	 is	 to	 run	 an	 experiment,	 sending	 identical	 papers	 to	 various
journals,	but	changing	the	direction	of	the	results	at	random,	to	see	if	that	makes
any	 difference	 to	 the	 acceptance	 rates.	 This	 isn’t	 something	 you’d	want	 to	 do
very	often,	 because	 it	wastes	 a	 lot	 of	 people’s	 time;	 but	 since	publication	bias
matters,	it	has	been	regarded	as	a	justifiable	intrusion	on	a	few	occasions.
In	1990	a	researcher	called	Epstein	created	a	series	of	fictitious	papers,	with



identical	 methods	 and	 presentation,	 differing	 only	 in	 whether	 they	 reported
positive	or	negative	results.	He	sent	them	at	random	to	146	social-work	journals:
the	positive	papers	were	accepted	35	per	cent	of	the	time,	and	the	negative	ones
26	per	cent	of	the	time,	a	difference	that	wasn’t	large	enough	to	be	statistically
significant.37
Other	studies	have	tried	something	similar	on	a	smaller	scale,	not	submitting	a

paper	 to	a	 journal,	but	 rather,	with	 the	assistance	of	 the	 journal,	 sending	spoof
academic	papers	to	individual	peer	reviewers:	these	people	do	not	make	the	final
decision	 on	 publication,	 but	 they	 do	 give	 advice	 to	 editors,	 so	 a	window	 into
their	behaviour	would	be	useful.	These	studies	have	had	more	mixed	results.	In
one	 from	1977,	 sham	papers	with	 identical	methods	 but	 different	 results	were
sent	 to	 seventy-five	 reviewers.	 Some	 bias	 was	 found	 from	 reviewers	 against
findings	that	disagreed	with	their	own	views.38
Another	study,	from	1994,	looked	at	reviewers’	responses	to	a	paper	on	TENS

machines:	these	are	fairly	controversial	devices	sold	for	pain	relief.	Thirty-three
reviewers	with	strong	views	one	way	or	 the	other	were	 identified,	and	again	 it
was	found	that	their	judgements	on	the	paper	were	broadly	correlated	with	their
pre-existing	views,	 though	 the	 study	was	 small.39	Another	 paper	 did	 the	 same
thing	with	papers	on	quack	treatments;	it	found	that	the	direction	of	findings	had
no	 effect	 on	 reviewers	 from	mainstream	medical	 journals	 deciding	whether	 to
accept	them.40
One	final	randomised	trial	from	2010	tried	on	a	grand	scale	to	see	if	reviewers

really	 do	 reject	 ideas	 based	 on	 their	 pre-existing	 beliefs	 (a	 good	 indicator	 of
whether	journals	are	biased	by	results,	when	they	should	be	focused	simply	on
whether	 a	 study	 is	 properly	 designed	 and	 conducted).	 Fabricated	 papers	 were
sent	 to	over	 two	hundred	 reviewers,	and	 they	were	all	 identical,	except	 for	 the
results	they	reported:	half	of	the	reviewers	got	results	they	would	like,	half	got
results	they	wouldn’t.	Reviewers	were	more	likely	to	recommend	publication	if
they	received	the	version	of	the	manuscript	with	results	they’d	like	(97	per	cent
vs	80	per	cent),	more	likely	to	detect	errors	in	a	manuscript	whose	results	they
didn’t	 like,	 and	 rated	 the	 methods	 more	 highly	 in	 papers	 whose	 results	 they
liked.41
Overall,	though,	even	if	there	are	clearly	rough	edges	in	some	domains,	these

results	don’t	suggest	 that	 the	journals	are	the	main	cause	of	 the	problem	of	the
disappearance	of	negative	trials.	In	the	experiments	isolating	the	peer	reviewers,
those	 individual	 referees	were	 biased	 in	 some	 studies,	 but	 they	 don’t	 have	 the
last	word	on	publication,	 and	 in	 all	 the	 studies	which	 look	at	what	happens	 to



negative	papers	submitted	to	journals	in	the	real	world,	the	evidence	shows	that
they	proceed	into	print	without	problems.	Journals	may	not	be	entirely	innocent,
but	it	would	be	wrong	to	lay	the	blame	at	their	door.
In	 the	 light	 of	 all	 this,	 the	 data	 on	 what	 researchers	 say	 about	 their	 own

behaviour	is	very	revealing.	In	various	surveys	they	have	said	that	they	thought
there	was	 no	 point	 in	 submitting	 negative	 results,	 because	 they	would	 just	 be
rejected	by	journals:	20	per	cent	of	medical	researchers	said	so	in	1998;42	61	per
cent	of	psychology	and	education	researchers	said	so	in	1991;43	and	so	on.44	 If
asked	why	they’ve	failed	to	send	in	research	for	publication,	the	most	common
reasons	researchers	give	are	negative	results,	a	lack	of	interest,	or	a	lack	of	time.
This	is	the	more	abstract	end	of	academia	–	largely	away	from	the	immediate

world	of	clinical	trials	–	but	it	seems	that	academics	are	mistaken,	at	best,	about
the	reasons	why	negative	results	go	missing.	Journals	may	pose	some	barriers	to
publishing	 negative	 results,	 but	 they	 are	 hardly	 absolute,	 and	 much	 of	 the
problem	lies	in	academics’	motivations	and	perceptions.
More	than	that,	in	recent	years,	the	era	of	open-access	academic	journals	has

got	 going	 in	 earnest:	 there	 are	 now	 several,	 such	 as	Trials,	 which	 are	 free	 to
access,	 and	 have	 a	 core	 editorial	 policy	 that	 they	will	 accept	 any	 trial	 report,
regardless	of	 result,	and	will	actively	solicit	negative	findings.	With	offers	 like
this	on	the	table,	it	 is	very	hard	to	believe	that	anyone	would	really	struggle	to
publish	 a	 trial	 with	 a	 negative	 result	 if	 they	wanted	 to.	 And	 yet,	 despite	 this,
negative	 results	 continue	 to	 go	 missing,	 with	 vast	 multinational	 companies
simply	withholding	 results	 on	 their	 drugs,	 even	 though	 academics	 and	 doctors
are	desperate	to	see	them.
You	might	reasonably	wonder	whether	there	are	people	who	are	supposed	to

prevent	 this	kind	of	data	 from	being	withheld.	The	universities	where	 research
takes	place,	for	example;	or	the	regulators;	or	the	‘ethics	committees’,	which	are
charged	with	protecting	patients	who	participate	in	research.	Unfortunately,	our
story	is	about	to	take	a	turn	to	the	dark	side.	We	will	see	that	many	of	the	very
people	 and	organisations	we	would	have	 expected	 to	protect	 patients	 from	 the
harm	 inflicted	by	missing	data	have,	 instead,	 shirked	 their	 responsibilities;	and
worse	 than	 that,	 we	 will	 see	 that	 many	 of	 them	 have	 actively	 conspired	 in
helping	companies	to	withhold	data	from	patients.	We	are	about	to	hit	some	big
problems,	some	bad	people,	and	some	simple	solutions.

How	ethics	committees	and	universities	have	failed	us



By	now,	you	will,	I	hope,	share	my	view	that	withholding	results	from	clinical
trials	 is	 unethical,	 for	 the	 simple	 reason	 that	 hidden	 data	 exposes	 patients	 to
unnecessary	and	avoidable	harm.	But	the	ethical	transgressions	here	go	beyond
the	simple	harm	inflicted	on	future	patients.
Patients	and	the	public	participate	in	clinical	trials	at	some	considerable	cost

to	 themselves:	 they	expose	 themselves	 to	hassle	and	intrusion,	because	clinical
trials	 almost	 always	 require	 that	 you	 have	 more	 check-ups	 on	 your	 progress,
more	 blood	 tests,	 and	 more	 examinations;	 but	 participants	 may	 also	 expose
themselves	to	more	risk,	or	the	chance	of	receiving	an	inferior	treatment.	People
do	this	out	of	altruism,	on	the	implicit	understanding	that	the	results	from	their
experience	will	contribute	to	improving	our	knowledge	of	what	works	and	what
doesn’t,	and	so	will	help	other	patients	in	the	future.	In	fact,	this	understanding
isn’t	 just	 implicit:	 in	many	 trials	 it’s	 explicit,	 because	 patients	 are	 specifically
told	when	they	sign	up	to	participate	that	the	data	will	be	used	to	inform	future
decisions.	 If	 this	 isn’t	 true,	 and	 the	 data	 can	 be	 withheld	 at	 the	 whim	 of	 a
researcher	 or	 a	 company,	 then	 the	 patients	 have	 been	 actively	 lied	 to.	 That	 is
very	bad	news.
So	 what	 are	 the	 formal	 arrangements	 between	 patients,	 researchers	 and

sponsors?	In	any	sensible	world,	we’d	expect	universal	contracts,	making	it	clear
that	all	researchers	are	obliged	to	publish	their	results,	and	that	industry	sponsors
–	which	have	a	huge	interest	in	positive	results	–	must	have	no	control	over	the
data.	 But	 despite	 everything	 we	 know	 about	 industry-funded	 research	 being
systematically	biased,	this	does	not	happen.	In	fact,	quite	the	opposite	is	true:	it
is	 entirely	 normal	 for	 researchers	 and	 academics	 conducting	 industry-funded
trials	to	sign	contracts	subjecting	them	to	gagging	clauses	which	forbid	them	to
publish,	discuss	or	analyse	data	from	the	trials	they	have	conducted,	without	the
permission	 of	 the	 funder.	 This	 is	 such	 a	 secretive	 and	 shameful	 situation	 that
even	trying	to	document	it	in	public	can	be	a	fraught	business,	as	we	shall	now
see.
In	2006	a	paper	was	published	 in	JAMA	describing	how	common	 it	was	 for

researchers	doing	industry-funded	trials	to	have	these	kinds	of	constraints	placed
on	 their	 right	 to	publish	 the	 results.45	The	 study	was	 conducted	by	 the	Nordic
Cochrane	Centre,	 and	 it	 looked	 at	 all	 the	 trials	 given	 approval	 to	 go	 ahead	 in
Copenhagen	and	Frederiksberg.	(If	you’re	wondering	why	these	two	cities	were
chosen,	 it	 was	 simply	 a	 matter	 of	 practicality,	 and	 the	 bizarre	 secrecy	 that
shrouds	this	world:	the	researchers	applied	elsewhere	without	success,	and	were
specifically	 refused	 access	 to	 data	 in	 the	 UK.46)	 These	 trials	 were



overwhelmingly	sponsored	by	the	pharmaceutical	industry	(98	per	cent),	and	the
rules	governing	the	management	of	the	results	tell	a	story	which	walks	the	now-
familiar	line	between	frightening	and	absurd.
For	sixteen	of	the	forty-four	trials	the	sponsoring	company	got	to	see	the	data

as	it	accumulated,	and	in	a	further	sixteen	they	had	the	right	to	stop	the	trial	at
any	time,	for	any	reason.	This	means	that	a	company	can	see	if	a	trial	is	going
against	it,	and	can	interfere	as	it	progresses.	As	we	will	see	later	(early	stopping,
breaking	protocols,	pp.184,	200),	 this	distorts	a	 trial’s	 results	with	unnecessary
and	hidden	biases.	For	example,	if	you	stop	a	trial	early	because	you	have	been
peeking	 at	 the	 preliminary	 results,	 then	 you	 can	 either	 exaggerate	 a	 modest
benefit,	 or	 bury	 a	 worsening	 negative	 result.	 Crucially,	 the	 fact	 that	 the
sponsoring	company	had	this	opportunity	to	introduce	bias	wasn’t	mentioned	in
any	 of	 the	 published	 academic	 papers	 reporting	 the	 results	 of	 these	 trials,	 so
nobody	reading	the	literature	could	possibly	know	that	these	studies	were	subject
–	by	design	–	to	such	an	important	flaw.
Even	 if	 the	 study	was	 allowed	 to	 finish,	 the	 data	 could	 still	 be	 suppressed.

There	were	constraints	on	publication	rights	in	forty	of	the	forty-four	trials,	and
in	half	of	them	the	contracts	specifically	stated	that	the	sponsor	either	owned	the
data	outright	(what	about	the	patients,	you	might	say?),	or	needed	to	approve	the
final	publication,	or	both.	None	of	these	restrictions	was	mentioned	in	any	of	the
published	 papers,	 and	 in	 fact,	 none	 of	 the	 protocols	 or	 papers	 said	 that	 the
sponsor	had	full	access	to	all	the	data	from	the	trial,	or	the	final	say	on	whether
to	publish.
It’s	worth	taking	a	moment	to	think	about	what	this	means.	The	results	of	all

these	 trials	 were	 subject	 to	 a	 bias	 that	 will	 significantly	 distort	 the	 academic
literature,	because	trials	that	show	early	signs	of	producing	a	negative	result	(or
trials	that	do	produce	a	negative	result)	can	be	deleted	from	the	academic	record;
but	nobody	reading	these	trials	could	possibly	have	known	that	this	opportunity
for	censorship	existed.
The	 paper	 I’ve	 just	 described	 was	 published	 in	 JAMA,	 one	 of	 the	 biggest

medical	 journals	 in	 the	 world.	 Shortly	 afterwards,	 a	 shocking	 tale	 of	 industry
interference	 appeared	 in	 the	 BMJ.47	 Lif,	 the	 Danish	 pharmaceutical	 industry
association,	responded	to	the	paper	by	announcing	in	the	Journal	of	the	Danish
Medical	Association	 that	 it	was	 ‘both	 shaken	 and	 enraged	 about	 the	 criticism,
that	 could	 not	 be	 recognised’.	 It	 demanded	 an	 investigation	 of	 the	 scientists,
though	 it	 failed	 to	 say	 by	 whom,	 or	 of	 what.	 Then	 Lif	 wrote	 to	 the	 Danish
Committee	 on	 Scientific	 Dishonesty,	 accusing	 the	 Cochrane	 researchers	 of



scientific	misconduct.	We	can’t	see	the	letter,	but	 the	Cochrane	researchers	say
the	 allegations	 were	 extremely	 serious	 –	 they	 were	 accused	 of	 deliberately
distorting	the	data	–	but	vague,	and	without	documents	or	evidence	to	back	them
up.
Nonetheless,	the	investigation	went	on	for	a	year,	because	in	academia	people

like	to	do	things	properly,	and	assume	that	all	complaints	are	made	in	good	faith.
Peter	Gøtzsche,	the	director	of	the	Cochrane	centre,	told	the	BMJ	that	only	Lif’s
third	letter,	ten	months	into	this	process,	made	specific	allegations	that	could	be
investigated	 by	 the	 committee.	 Two	months	 later	 the	 charges	 were	 dismissed.
The	 Cochrane	 researchers	 had	 done	 nothing	 wrong.	 But	 before	 they	 were
cleared,	Lif	copied	the	letters	alleging	scientific	dishonesty	to	the	hospital	where
four	of	them	worked,	and	to	the	management	organisation	running	that	hospital,
and	 sent	 similar	 letters	 to	 the	 Danish	 Medical	 Association,	 the	 Ministry	 of
Health,	the	Ministry	of	Science,	and	so	on.	Gøtzsche	and	his	colleagues	said	that
they	 felt	 ‘intimidated	 and	 harassed’	 by	Lif’s	 behaviour.	Lif	 continued	 to	 insist
that	 the	 researchers	were	guilty	of	misconduct	even	after	 the	 investigation	was
completed.	So,	researching	in	this	area	is	not	easy:	it’s	hard	to	get	funding,	and
the	industry	will	make	your	work	feel	like	chewing	on	a	mouthful	of	wasps.
Even	though	the	problem	has	been	widely	recognised,	attempts	to	fix	it	have

failed.48	The	International	Committee	of	Medical	Journal	Editors,	 for	example,
stood	up	 in	2001,	 insisting	 that	 the	 lead	author	of	 any	 study	 it	 published	must
sign	a	document	stating	that	the	researchers	had	full	access	to	the	data,	and	full
control	 over	 the	 decision	 to	 publish.	 Researchers	 at	 Duke	 University,	 North
Carolina,	 then	 surveyed	 the	 contracts	 between	 medical	 schools	 and	 industry
sponsors,	 and	 found	 that	 this	 edict	 was	 flouted	 as	 a	 matter	 of	 routine.	 They
recommended	 boilerplate	 contracts	 for	 the	 relationship	 between	 industry	 and
academia.	Was	this	imposed?	No.	Sponsors	continue	to	control	the	data.
Half	 a	decade	 later,	 a	major	 study	 in	 the	New	England	 Journal	 of	Medicine

investigated	 whether	 anything	 had	 changed.49	 Administrators	 at	 all	 122
accredited	medical	 schools	 in	 the	 US	were	 asked	 about	 their	 contracts	 (to	 be
clear,	 this	wasn’t	 a	 study	of	what	 they	did;	 rather	 it	was	 a	 study	of	what	 they
were	willing	to	say	in	public).	The	majority	said	contract	negotiations	over	 the
right	to	publish	data	were	‘difficult’.	A	worrying	62	per	cent	said	it	was	OK	for
the	 clinical	 trial	 agreement	 between	 academics	 and	 industry	 sponsor	 to	 be
confidential.	This	is	a	serious	problem,	as	it	means	that	anyone	reading	a	study
cannot	 know	 how	 much	 interference	 was	 available	 to	 the	 sponsor,	 which	 is
important	 context	 for	 the	person	 reading	 and	 interpreting	 the	 research.	Half	 of



the	 centres	 allowed	 the	 sponsor	 to	 draft	 the	 research	 paper,	 which	 is	 another
interesting	hidden	problem	in	medicine,	as	biases	and	emphases	can	be	quietly
introduced	(as	we	shall	see	in	more	detail	in	Chapter	6).	Half	said	it	was	OK	for
contracts	to	forbid	researchers	sharing	data	after	the	research	was	completed	and
published,	once	again	hindering	research.	A	quarter	said	it	was	acceptable	for	the
sponsor	 to	 insert	 its	 own	 statistical	 analyses	 into	 the	manuscript.	Asked	 about
disputes,	 17	 per	 cent	 of	 administrators	 had	 seen	 an	 argument	 about	 who	 had
control	of	data	in	the	preceding	year.
Sometimes,	disputes	over	access	 to	 such	data	can	cause	serious	problems	 in

academic	departments,	when	 there	 is	a	divergence	of	views	on	what	 is	ethical.
Aubrey	Blumsohn	was	 a	 senior	 lecturer	 at	 Sheffield	University,	working	 on	 a
project	 funded	 by	 Procter	 &	 Gamble	 to	 research	 an	 osteoporosis	 drug	 called
risedronate.50	The	aim	was	 to	analyse	blood	and	urine	samples	 from	an	earlier
trial,	 led	 by	 Blumsohn’s	 head	 of	 department,	 Professor	 Richard	 Eastell.	 After
signing	 the	 contracts,	 P&G	 sent	 over	 some	 ‘abstracts’,	 brief	 summaries	 of	 the
findings,	 with	 Blumsohn’s	 name	 as	 first	 author,	 and	 some	 summary	 results
tables.	That’s	great,	said	Blumsohn,	but	I’m	the	researcher	here:	I’d	like	to	see
the	actual	raw	data	and	analyse	it	myself.	The	company	declined,	saying	that	this
was	 not	 their	 policy.	 Blumsohn	 stood	 his	 ground,	 and	 the	 papers	 were	 left
unpublished.	Then,	however,	Blumsohn	saw	that	Eastell	had	published	another
paper	with	P&G,	stating	that	all	the	researchers	had	‘had	full	access	to	the	data
and	 analyses’.	 He	 complained,	 knowing	 this	 was	 not	 true.	 Blumsohn	 was
suspended	 by	 Sheffield	 University,	 which	 offered	 him	 a	 gagging	 clause	 and
£145,000,	and	he	was	eventually	forced	out	of	his	job.	Eastell,	meanwhile,	was
censured	by	 the	General	Medical	Council,	but	only	after	 a	 staggering	delay	of
several	years,	and	he	remains	in	post.
So	contracts	that	permit	companies	and	researchers	to	withhold	or	control	data

are	 common,	 and	 they’re	 bad	 news.	 But	 that’s	 not	 just	 because	 they	 lead	 to
doctors	 and	 patients	 being	misled	 about	what	works.	 They	 also	 break	 another
vitally	 important	 contract:	 the	 agreement	 between	 researchers	 and	 the	 patients
who	participate	in	their	trials.
People	participate	in	trials	believing	that	the	results	of	that	research	will	help

to	 improve	 the	 treatment	 of	 patients	 like	 them	 in	 the	 future.	 This	 isn’t	 just
speculation:	one	of	the	few	studies	to	ask	patients	why	they	have	participated	in
a	trial	found	that	90	per	cent	believed	they	were	making	a	‘major’	or	‘moderate’
contribution	 to	 society,	 and	 84	 per	 cent	 felt	 proud	 that	 they	were	making	 this
contribution.51	Patients	are	not	stupid	or	naïve	to	believe	this,	because	it	is	what



they	 are	 told	 on	 the	 consent	 forms	 they	 sign	before	 participating	 in	 trials.	But
they	are	mistaken,	because	 the	 results	of	 trials	 are	 frequently	 left	 unpublished,
and	withheld	 from	doctors	 and	 patients.	 These	 signed	 consent	 forms	 therefore
mislead	people	on	two	vitally	important	points.	Firstly,	they	fail	to	tell	the	truth:
that	the	person	conducting	the	trial,	or	the	person	paying	for	it,	may	decide	not	to
publish	 the	 results,	 depending	 on	 how	 they	 look	 at	 the	 end	 of	 the	 study.	And
worse	 than	 that,	 they	 also	 explicitly	 state	 a	 falsehood:	 researchers	 tell	 patients
that	 they	 are	 participating	 in	 order	 to	 create	 knowledge	 that	 will	 be	 used	 to
improve	 treatment	 in	 future,	 even	 though	 the	 researchers	 know	 that	 in	 many
cases,	those	results	will	never	be	published.
There	 is	 only	 one	 conclusion	 that	 we	 can	 draw	 from	 this:	 consent	 forms

routinely	 lie	 to	patients	participating	 in	 trials.	This	 is	 an	 extraordinary	 state	of
affairs,	made	 all	 the	more	 extraordinary	 by	 the	 huge	 amounts	 of	 red	 tape	 that
everyone	 involved	 in	 a	 trial	must	 negotiate,	 closely	monitoring	 endless	 arcane
pieces	 of	 paperwork,	 and	 ensuring	 that	 patients	 are	 fully	 informed	 on	 the
minutiae	 of	 their	 treatment.	 Despite	 all	 this	 regulatory	 theatre,	 which	 hinders
good	research	on	routine	practice	(as	we	shall	see	–	p.230),	we	allow	these	forms
to	tell	patients	outright	lies	about	the	control	of	data,	and	we	fail	to	police	one	of
the	 most	 important	 ethical	 problems	 in	 the	 whole	 of	 medicine.	 The	 deceit	 of
these	consent	forms	is,	to	me,	a	good	illustration	of	how	broken	and	outdated	the
regulatory	 frameworks	 of	 medicine	 have	 become.	 But	 it	 also,	 finally,	 poses	 a
serious	problem	for	the	future	of	research.
We	desperately	need	patients	to	continue	to	believe	that	they	are	contributing

to	 society,	 because	 trial	 recruitment	 is	 in	 crisis,	 and	 it	 is	 increasingly	 hard	 to
persuade	 patients	 to	 participate	 at	 all.	 In	 one	 recent	 study,	 a	 third	 of	 all	 trials
failed	 to	 reach	 their	 original	 recruitment	 target,	 and	more	 than	 half	 had	 to	 be
awarded	an	extension.52	If	word	gets	out	that	trials	are	often	more	promotional
than	 genuinely	 scientific,	 recruitment	 will	 become	 even	 more	 difficult.	 The
answer	is	not	to	hide	this	problem,	but	rather	to	fix	it.
So	 universities	 and	 ethics	 committees	 may	 have	 failed	 us,	 but	 there	 is	 one

group	of	people	we	might	expect	to	step	up,	to	try	to	show	some	leadership	on
missing	trial	data.	These	are	the	medical	and	academic	professional	bodies,	the
Royal	 Colleges	 of	 General	 Practice,	 Surgery	 and	 Physicians,	 the	 General
Medical	 Council,	 the	 British	 Medical	 Association,	 the	 pharmacists’
organisations,	 the	 bodies	 representing	 each	 sub-specialty	 of	 academia,	 the
respiratory	 physiologists,	 the	 pharmacologists,	 the	 Academy	 of	 Medical
Sciences,	and	so	on.



These	 organisations	 have	 the	 opportunity	 to	 set	 the	 tone	 of	 academic	 and
clinical	medicine,	in	their	codes	of	conduct,	their	aspirations,	and	in	some	cases
their	 rules,	 since	 some	 have	 the	 ability	 to	 impose	 sanctions,	 and	 all	 have	 the
ability	 to	 exclude	 those	 who	 fail	 to	 meet	 basic	 ethical	 standards.	 We	 have
established,	I	hope,	beyond	any	doubt,	that	non-publication	of	trials	in	humans	is
research	 misconduct,	 that	 it	 misleads	 doctors	 and	 harms	 patients	 around	 the
world.	 Have	 these	 organisations	 used	 their	 powers,	 stood	 up	 and	 announced,
prominently	and	fiercely,	that	this	must	stop,	and	that	they	will	take	action?
One	has:	 the	Faculty	of	Pharmaceutical	Medicine,	 a	 small	organisation	with

1,400	members.	And	none	of	the	others	have	bothered.
Not	one.

What	can	be	done?

There	 are	 several	 simple	 solutions	 to	 these	 problems,	 which	 fall	 into	 three
categories.	There	is	no	argument	against	any	of	the	following	suggestions	that	I
am	aware	of.	The	issue	of	missing	data	has	been	neglected	through	institutional
inertia,	and	reluctance	by	senior	academics	to	challenge	industry.	Their	failure	to
act	harms	patients	every	day.

Gagging	clauses
If	 there	 is	 nothing	 to	 be	 ashamed	 of	 in	 gagging	 clauses	 –	 if	 companies,	 and
legislators,	and	academics,	and	university	contracts	departments,	all	believe	that
they	 are	 acceptable	 –	 then	 everything	 should	 be	 out	 in	 the	 open,	 prominently
flagged	up,	so	that	everyone	outside	those	systems	can	decide	if	they	agree.

1.	 Until	 they	can	be	eradicated,	where	gagging	clauses	exist,	patients	 should
be	told,	at	the	time	they	are	invited	to	participate	in	a	trial,	that	the	company
sponsoring	 it	 is	 allowed	 to	 hide	 the	 results	 if	 it	 doesn’t	 like	 them.	 The
consent	 form	should	also	explain	clearly	 that	withholding	negative	 results
will	lead	to	doctors	and	patients	being	misled	about	the	effectiveness	of	the
treatment	 being	 trialled,	 and	 so	 exposed	 to	 unnecessary	 harm.	 Trial
participants	can	then	decide	for	themselves	if	they	think	these	contracts	are
acceptable.

2.	 Wherever	 the	 sponsoring	 company	 has	 the	 contractual	 right	 to	 gag
publication,	 even	 if	 it	 doesn’t	 exercise	 that	 right,	 the	 fact	 that	 a	 gagging



clause	existed	 should	be	 stated	clearly:	 in	 the	academic	paper;	 in	 the	 trial
protocol;	 and	 in	 the	 publicly	 available	 trial	 registry	 entry	 that	 goes	 up
before	 the	 trial	 starts.	 Readers	 of	 the	 trial	 findings	 can	 then	 decide	 for
themselves	 if	 they	 trust	 that	 sponsor	 and	 research	 group	 to	 publish	 all
negative	findings,	and	interpret	any	reported	positive	findings	in	that	light.

3.	 All	 university	 contracts	 should	 follow	 the	 same	 boilerplate	 format,	 and
forbid	 gagging	 clauses.	 Failing	 that,	 all	 universities	 should	 be	 forced	 to
prominently	 declare	 which	 contracts	 with	 gagging	 clauses	 they	 have
permitted,	and	to	publish	those	clauses	online	for	all	to	see,	so	that	all	can
be	 alerted	 that	 the	 institution	 is	 producing	 systematically	 biased	 research,
and	discount	any	findings	from	them	accordingly.

4.	 In	legislation,	gagging	clauses	should	be	made	illegal,	with	no	possibility	of
quibbles.	 If	 there	 is	a	dispute	about	analysis	or	 interpretation	between	 the
people	running	the	trial	and	the	people	paying	for	it,	it	should	take	place	in
the	 published	 academic	 literature,	 or	 some	 other	 public	 forum.	 Not	 in
secret.

Professional	bodies

1.	 All	professional	bodies	should	take	a	clear	stand	on	unpublished	trial	data,
declare	 it	 clearly	as	 research	misconduct,	and	state	 that	 it	will	be	handled
like	any	other	form	of	serious	misconduct	that	misleads	doctors	and	harms
patients.	 That	 they	 have	 not	 done	 so	 is	 a	 stain	 on	 the	 reputation	 of	 these
organisations,	and	on	their	senior	members.

2.	 All	 research	 staff	 involved	 in	 any	 trial	 on	 humans	 should	 be	 regarded	 as
jointly	 and	 severally	 liable	 for	 ensuring	 that	 it	 is	 published	 in	 full	within
one	year	of	completion.

3.	 All	 those	 responsible	 for	 withholding	 trial	 data	 should	 have	 their	 names
prominently	posted	in	a	single	database,	so	that	others	can	be	made	aware
of	 the	 risk	of	working	with	 them,	or	 allowing	 them	access	 to	patients	 for
research,	in	future.

Ethics	committees

1.	 No	 person	 should	 be	 allowed	 to	 conduct	 trials	 in	 humans	 if	 a	 research
project	 they	 are	 responsible	 for	 is	 currently	 withholding	 trial	 data	 from



publication	more	than	one	year	after	completion.	Where	any	researcher	on	a
project	has	a	previous	track	record	of	delayed	publication	of	trial	data,	the
ethics	committee	should	be	notified,	and	this	should	be	taken	into	account,
as	with	any	researcher	guilty	of	research	misconduct.

2.	 No	trial	should	be	approved	without	a	firm	guarantee	of	publication	within
one	year	of	completion.

How	regulators	and	journals	have	failed	us

So	far	we’ve	established	that	ethics	committees,	universities	and	the	professional
bodies	of	medical	researchers	have	all	failed	to	protect	patients	from	publication
bias,	even	though	the	selective	non-publication	of	unflattering	data	 is	a	serious
issue	for	medicine.	We	know	that	it	distorts	and	undermines	every	decision	that
researchers,	doctors	and	patients	make,	and	that	it	exposes	patients	to	avoidable
suffering	 and	 death.	 This	 is	 not	 seriously	 disputed,	 so	 you	 might	 reasonably
imagine	that	governments,	regulators	and	medical	journals	must	all	have	tried	to
address	it.
They	have	 tried,	and	 failed.	Worse	 than	simply	 failing,	 they	have	 repeatedly

provided	what	we	might	regard	as	‘fake	fixes’:	we	have	seen	small	changes	 in
regulations	and	practices,	announced	with	great	fanfare,	but	then	either	ignored
or	 bypassed.	 This	 has	 given	 false	 reassurance	 to	 doctors,	 academics	 and	 the
public	that	 the	problem	has	been	fixed.	What	follows	is	 the	story	of	 these	fake
fixes.

Registers

The	 earliest	 and	 simplest	 solution	 proposed	 was	 to	 open	 registers	 of	 trials:	 if
people	 are	 compelled	 to	 publish	 their	 protocol,	 in	 full,	 before	 they	 start	work,
then	we	 at	 least	 have	 the	 opportunity	 to	 go	 back	 and	 check	 to	 see	 if	 they’ve
published	the	trials	that	they’ve	conducted.	This	is	very	useful,	for	a	number	of
reasons.	 A	 trial	 protocol	 describes	 in	 great	 technical	 detail	 everything	 that
researchers	will	 do	 in	 a	 trial:	 how	many	 patients	 they’ll	 recruit,	where	 they’ll
come	from,	how	they’ll	be	divided	up,	what	treatment	each	group	will	get,	and
what	 outcome	 will	 be	 measured	 to	 establish	 if	 the	 treatment	 was	 successful.



Because	of	this,	it	can	be	used	to	check	whether	a	trial	was	published,	but	also
whether	its	methods	were	distorted	along	the	way,	in	a	manner	that	would	allow
the	results	to	be	exaggerated	(as	described	in	Chapter	4).
The	 first	 major	 paper	 to	 call	 for	 a	 registry	 of	 clinical	 trial	 protocols	 was

published	in	1986,53	and	it	was	followed	by	a	flood.	In	1990	Iain	Chalmers	(we
can	 call	 him	 Sir	 Iain	 Chalmers	 if	 you	 like*)	 published	 a	 classic	 paper	 called
‘Underreporting	 Research	 is	 Scientific	 Misconduct’,55	 and	 he	 has	 traced	 the
chequered	 history	 of	 trials	 registers	 in	 the	 UK.56	 In	 1992,	 as	 the	 Cochrane
Collaboration	began	to	gather	influence,	representatives	of	the	Association	of	the
British	 Pharmaceutical	 Industry	 (ABPI)	 asked	 to	 meet	 Chalmers.57	 After
explaining	 the	work	of	Cochrane,	 and	 the	 vital	 importance	 of	 summarising	 all
the	 trial	 results	 on	 a	 particular	 drug,	 he	 explained	 very	 clearly	 to	 them	 how
biased	under-reporting	of	results	harms	patients.
The	industry’s	representatives	were	moved,	and	soon	they	took	action.	Mike

Wallace,	the	chief	executive	of	Schering	and	a	member	of	that	ABPI	delegation,
agreed	 with	 Chalmers	 that	 withholding	 data	 was	 ethically	 and	 scientifically
indefensible,	and	said	that	he	planned	to	do	something	concrete	to	prevent	it,	if
only	to	protect	the	industry	from	having	the	issue	forced	upon	it	in	less	welcome
terms.	 Wallace	 stepped	 out	 of	 line	 from	 his	 colleagues,	 and	 committed	 to
registering	every	trial	conducted	by	his	company	with	Cochrane.	This	was	not	a
popular	move,	and	he	was	reprimanded	by	colleagues,	 in	particular	 those	from
other	companies.
But	 soon	 GlaxoWellcome	 followed	 suit,	 and	 in	 1998	 its	 chief	 executive,

Richard	 Sykes,	 wrote	 an	 editorial	 in	 the	 BMJ	 called	 ‘Being	 a	 modern
pharmaceutical	company	involves	making	information	available	on	clinical	trial
programmes’.58	‘Programmes’	was	the	crucial	word,	because	as	we’ve	seen,	and
as	we	 shall	 see	 in	 greater	 detail	 later,	 you	 can	 only	make	 sense	 of	 individual
findings	if	you	assess	them	in	the	context	of	all	the	work	that	has	been	done	on	a
drug.
GlaxoWellcome	set	up	a	clinical	trials	registry,	and	Elizabeth	Wager,	the	head

of	the	company’s	medical	writers	group,	pulled	together	a	group	from	across	the
industry	to	develop	ethical	guidelines	for	presenting	research.	The	ABPI,	seeing
individual	 companies	 take	 the	 lead,	 saw	 the	writing	 on	 the	wall:	 it	 decided	 to
commend	 GlaxoWellcome’s	 policy	 to	 the	 whole	 industry,	 and	 launched	 this
initiative	 at	 a	 press	 conference	where	 Chalmers	 –	 a	 strong	 critic	 –	 sat	 on	 the
same	 side	 of	 the	 table	 as	 the	 industry.	 AstraZeneca,	 Aventis,	MSD,	 Novartis,
Roche,	Schering	Healthcare	and	Wyeth	began	registering	some	of	 their	 trials	–



only	 the	 ones	 involving	 UK	 patients,	 and	 retrospectively	 –	 but	 there	 was
movement	at	last.
At	 the	 same	 time,	 there	 was	 movement	 in	 America.	 The	 1997	 FDA

Modernization	 Act	 created	 clinicaltrials.gov,	 a	 register	 run	 by	 the	 US
government	 National	 Institute	 of	 Health.	 This	 legislation	 required	 that	 trials
should	be	registered,	but	only	if	they	related	to	an	application	to	put	a	new	drug
on	 the	 market,	 and	 even	 then,	 only	 if	 it	 was	 for	 a	 serious	 or	 life-threatening
disease.	 The	 register	 opened	 in	 1998,	 and	 the	 website	 clinicaltrials.gov	 went
online	in	2000.	The	entry	criteria	were	widened	in	2004.
But	 soon	 it	 all	began	 to	 fall	 apart.	GlaxoWellcome	merged	with	SmithKline

Beecham	 to	 become	 GlaxoSmithKline	 (GSK),	 and	 initially	 the	 new	 logo
appeared	on	the	old	trials	register.	Iain	Chalmers	wrote	to	Jean-Paul	Garnier,	the
chief	executive	of	the	new	company,	to	thank	him	for	maintaining	this	valuable
transparency:	but	no	reply	ever	came.	The	registry	website	was	closed,	and	the
contents	were	lost	(though	GSK	was	later	forced	to	open	a	new	register,	as	part
of	a	settlement	with	the	US	government	over	the	harm	caused	by	its	withholding
of	 data	 on	 new	 drug	 trials	 just	 a	 couple	 of	 years	 later).	 Elizabeth	Wager,	 the
author	of	GSK’s	Good	Publication	Practice	guidelines	for	drug	companies,	was
out	 of	 a	 job,	 as	 her	 writing	 department	 in	 the	 company	 was	 closed.	 Her
guidelines	were	ignored.
From	the	moment	that	these	registries	were	first	suggested,	and	then	opened,	it

was	implicitly	assumed	that	the	shame	of	producing	this	public	record,	and	then
not	publishing	your	study,	would	be	enough	to	ensure	that	people	would	do	the
right	thing.	But	the	first	problem	for	the	US	register,	which	could	have	been	used
universally,	was	that	people	simply	chose	not	to	use	it.	The	regulations	required
only	a	very	narrow	range	of	trials	to	be	posted,	and	nobody	else	was	in	a	hurry	to
post	their	trials	if	they	didn’t	have	to.
In	2004	the	International	Committee	of	Medical	Journal	Editors	(ICMJE)	–	a

collection	of	editors	from	the	most	influential	journals	in	the	world	–	published	a
policy	statement,	announcing	that	none	of	them	would	publish	any	clinical	trials
after	2005,	unless	 they	had	been	properly	registered	before	 they	began.59	They
did	 this,	essentially,	 to	 force	 the	hand	of	 the	 industry	and	researchers:	 if	a	 trial
has	 a	 positive	 result,	 then	 people	 desperately	 want	 to	 publish	 it	 in	 the	 most
prestigious	journal	they	can	find.	Although	they	had	no	legal	force,	 the	journal
editors	 did	 have	 the	 thing	 that	 companies	 and	 researchers	 wanted	 most:	 the
chance	of	a	major	journal	publication.	By	insisting	on	pre-registration,	they	were
doing	what	they	could	to	force	researchers	and	industry	sponsors	to	register	all



trials.	Everyone	rejoiced:	the	problem	had	been	fixed.
If	you	 think	 it	 seems	odd	–	and	perhaps	unrealistic	–	 that	 fixing	 this	crucial

flaw	in	the	information	architecture	of	a	$600	billion	industry	should	be	left	 to
an	informal	gathering	of	a	few	academic	editors,	with	no	legislative	power,	then
you’d	be	 right.	Although	 everybody	began	 to	 talk	 as	 if	 publication	bias	was	 a
thing	of	the	past,	in	reality	it	was	continuing	just	as	before,	because	the	journal
editors	 simply	 ignored	 their	 own	 threats	 and	 promises.	 Later	 we	 will	 see	 the
phenomenal	 financial	 inducements	 on	 offer	 to	 editors	 for	 publishing	 positive
industry	 papers,	 which	 can	 extend	 to	 millions	 of	 dollars	 in	 reprint	 and
advertising	revenue.	But	first	we	should	look	at	what	they	actually	did	after	their
solemn	promise	in	2005.
In	2008	a	group	of	researchers	went	through	every	single	trial	published	in	the

top	ten	medical	journals,	every	one	of	which	was	a	member	of	the	ICMJE,	after
the	deadline	for	pre-registration.	Out	of	323	trials	published	during	2008	in	these
high-impact	academic	journals,	only	half	were	adequately	registered	(before	the
trial,	with	 the	main	outcome	measure	properly	 specified),	 and	 trial	 registration
was	entirely	lacking	for	over	a	quarter.60	The	ICMJE	editors	had	simply	failed	to
keep	their	word.
Meanwhile,	 in	 Europe,	 there	 were	 some	 very	 bizarre	 developments.	 With

enormous	 fanfare,	 the	European	Medicines	Agency	 created	 a	 registry	 of	 trials
called	 EudraCT.	 EU	 legislation	 requires	 all	 trials	 to	 be	 posted	 here	 if	 they
involve	any	patients	 in	Europe,	and	many	companies	will	 tell	you	 that	 they’ve
met	 their	 responsibilities	for	 transparency	by	doing	so.	But	 the	contents	of	 this
EU	register	have	been	kept	entirely	secret.	I	can	tell	you	that	it	contains	around
30,000	 trials,	 since	 that	 figure	 is	 in	 the	public	domain,	but	 that	 is	 literally	all	 I
know,	and	all	anyone	can	know.	Despite	EU	legislation	requiring	that	the	public
should	 be	 given	 access	 to	 the	 contents	 of	 this	 register,	 it	 remains	 closed.	This
creates	 an	 almost	 laughable	 paradox:	 the	 EU	 clinical	 trials	 register	 is	 a
transparency	tool,	held	entirely	in	secret.	Since	March	2011,	after	heavy	media
criticism	(from	me	at	any	rate),	a	subset	of	 trials	has	slowly	been	made	public
through	a	website	called	EudraPharm.	As	of	summer	2012,	although	the	agency
now	 claims	 that	 its	 register	 is	 accessible	 to	 all,	 at	 least	 10,000	 trials	 are	 still
missing,	and	the	search	engine	doesn’t	work	properly.61	It’s	absolutely	one	of	the
strangest	things	I’ve	ever	seen,	and	nobody	other	than	the	EU	even	regards	this
peculiar	exercise	as	a	trials	register:	I	certainly	don’t,	I	doubt	you	do,	and	both
the	 ICMJE	 and	 the	 World	 Health	 Organization	 have	 explicitly	 stated	 that
EudraCT	is	not	a	meaningful	register.



But	new	work	was	being	done	in	the	US,	and	it	seemed	sensible.	In	2007	the
FDA	Amendment	Act	was	passed.	This	 is	much	tighter:	 it	 requires	registration
of	all	trials	of	any	drug	or	device,	at	any	stage	of	development	other	than	‘first-
in-man’	tests,	if	they	have	any	site	in	the	US,	or	involve	any	kind	of	application
to	bring	a	new	drug	onto	the	market.	It	also	imposes	a	startling	new	requirement:
all	 results	 of	 all	 trials	 must	 be	 posted	 to	 clinicaltrials.gov,	 in	 abbreviated
summary	 tables,	within	one	year	 of	 completion,	 for	 any	 trial	 on	 any	marketed
drug	that	completes	after	2007.
Once	 again,	 to	 great	 fanfare,	 everyone	 believed	 that	 the	 problem	 had	 been

fixed.	But	it	hasn’t	been,	for	two	very	important	reasons.
Firstly,	 unfortunately,	 despite	 the	 undoubted	 goodwill,	 requiring	 the

publication	of	all	trials	starting	from	‘now’	does	absolutely	nothing	for	medicine
today.	There	is	no	imaginable	clinic,	anywhere	in	the	world,	at	which	medicine
is	practised	only	on	the	basis	of	trials	that	completed	within	the	past	three	years,
using	only	drugs	 that	came	 to	market	 since	2008.	 In	 fact,	quite	 the	opposite	 is
true:	the	vast	majority	of	drugs	currently	in	use	came	to	market	over	the	past	ten,
twenty	 or	 thirty	 years,	 and	 one	 of	 the	 great	 challenges	 for	 the	 pharmaceutical
industry	today	is	to	create	drugs	that	are	anything	like	as	innovative	as	those	that
were	 introduced	 in	 what	 has	 come	 to	 be	 known	 as	 the	 ‘golden	 era’	 of
pharmaceutical	research,	when	all	 the	most	widely	used	drugs,	for	all	 the	most
common	 diseases,	 were	 developed.	 Perhaps	 they	 were	 the	 ‘low-lying	 fruit’,
plucked	from	the	research	tree,	but	in	any	case,	these	are	the	tablets	we	use.
And	crucially,	it	is	for	these	drugs	–	the	ones	we	actually	use	–	that	we	need

the	evidence:	from	trials	completed	in	2005	or	1995.	These	are	the	drugs	that	we
are	prescribing	completely	blind,	misled	by	a	biased	sample	of	trials,	selectively
published,	with	the	unflattering	data	buried	in	secure	underground	data	archives
somewhere	in	the	hills	(I	am	told)	of	Cheshire.
But	there	is	a	second,	more	disturbing	reason	why	these	regulations	should	be

taken	with	a	pinch	of	salt:	they	have	been	widely	ignored.	A	study	published	in
January	 2012	 looked	 at	 the	 first	 slice	 of	 trials	 subject	 to	mandatory	 reporting,
and	found	that	only	one	in	five	had	met	its	obligation	to	post	results.62
Perhaps	 this	 is	not	 surprising:	 the	 fine	 for	non-compliance	 is	$10,000	a	day,

which	 sounds	 spectacular,	 until	 you	 realise	 that	 it’s	 only	 $3.5	 million	 a	 year,
which	is	chickenfeed	for	a	drug	bringing	in	$4	billion	a	year.	And	what’s	more,
no	such	fine	has	ever	been	levied,	throughout	the	entire	history	of	the	legislation.
So	that,	in	total,	is	why	I	regard	the	ICMJE,	the	FDA	and	the	EU’s	claims	to

have	addressed	this	problem	as	‘fake	fixes’.	In	fact,	they	have	done	worse	than



fail:	 they	 have	 given	 false	 reassurance	 that	 the	 problem	 has	 been	 fixed,	 false
reassurance	that	it	has	gone	away,	and	they	have	led	us	to	take	our	eyes	off	the
ball.	For	half	a	decade	now,	people	in	medicine	and	academia	have	talked	about
publication	 bias	 as	 if	 it	was	 yesterday’s	 problem,	 discovered	 in	 the	 1990s	 and
early	2000s,	and	swiftly	fixed.
But	 the	 problem	 of	missing	 data	 has	 not	 gone	 away,	 and	 soon	we	will	 see

exactly	 how	 shameless	 some	 companies	 and	 regulators	 can	 be,	 in	 the	 very
present	day.

What	can	be	done?

The	ICMJE	should	keep	its	promises,	the	EU	should	be	less	risible,	and	the	FDA
Amendment	Act	2007	should	be	muscularly	enforced.	But	there	are	many	more
disappointments	to	come,	so	I	will	leave	my	action	plan	on	missing	data	for	later
in	this	chapter.

Blood	from	a	stone:	trying	to	get	data	from	regulators

So	far	we’ve	established	that	doctors	and	patients	have	been	failed	by	a	range	of
different	people	and	organisations,	all	of	whom	we	might	have	expected	to	step
up	and	fix	the	problem	of	missing	data,	since	it	harms	patients	in	large	numbers
around	 the	world.	We	have	seen	 that	governments	 take	no	action	against	 those
who	fail	to	publish	their	results,	despite	the	public	pretence	to	the	contrary;	and
that	 they	 take	no	action	against	 those	who	 fail	 to	 register	 their	 trials.	We	have
seen	that	medical	journal	editors	continue	to	publish	unregistered	trials,	despite
the	 public	 pretence	 that	 they	 have	 taken	 a	 stand.	 We	 have	 seen	 that	 ethics
committees	 fail	 to	 insist	 on	 universal	 publication,	 despite	 their	 stated	 aim	 of
protecting	patients.	And	we	have	seen	that	professional	bodies	fail	to	take	action
against	 what	 is	 obviously	 research	misconduct,	 despite	 evidence	 showing	 that
the	problem	of	missing	data	is	of	epidemic	proportions.63
While	the	published	academic	record	is	hopelessly	distorted,	you	might	hope

that	there	is	one	final	route	which	patients	and	doctors	could	use	to	get	access	to
the	results	of	clinical	trials:	the	regulators,	which	receive	large	amounts	of	data
from	drug	companies	during	the	approval	process,	must	surely	have	obligations



to	protect	patients’	safety?	But	this,	sadly,	is	just	one	more	example	of	how	we
are	failed	by	the	very	bodies	that	are	supposed	to	be	protecting	us.
In	this	section,	we	will	see	three	key	failures.	Firstly,	 the	regulators	may	not

have	the	information	in	the	first	place.	Secondly,	the	way	in	which	they	‘share’
summary	trial	information	with	doctors	and	patients	is	broken	and	shabby.	And
finally,	if	you	try	to	get	all	of	the	information	that	a	drug	company	has	provided
–	the	long-form	documents,	where	the	bodies	are	often	buried	–	then	regulators
present	 bizarre	 barriers,	 blocking	 and	 obfuscating	 for	 several	 years	 at	 a	 time,
even	on	drugs	that	turn	out	to	be	ineffective	and	harmful.	Nothing	of	what	I	am
about	to	tell	you	is	in	any	sense	reassuring.

One:	Information	is	withheld	from	regulators
Paroxetine	is	a	commonly	used	antidepressant,	from	the	class	of	drugs	known	as
‘selective	serotonin	reuptake	inhibitors’,	or	SSRIs.	You	will	hear	more	about	this
class	of	drugs	 later	 in	 this	book,	but	here	we	will	use	paroxetine	 to	show	how
companies	have	exploited	our	longstanding	permissiveness	about	missing	trials,
and	 found	 loopholes	 in	 our	 inadequate	 regulations	 on	 trial	 disclosure.	We	will
see	 that	 GSK	 withheld	 data	 about	 whether	 paroxetine	 works	 as	 an
antidepressant,	 and	even	withheld	data	about	 its	harmful	 side	effects,	but	most
importantly,	we	will	see	that	what	it	did	was	all	entirely	legal.
To	 understand	 why,	 we	 first	 need	 to	 go	 through	 a	 quirk	 of	 the	 licensing

process.	 Drugs	 do	 not	 simply	 come	 onto	 the	 market	 for	 use	 in	 all	 medical
conditions:	for	any	specific	use	of	any	drug,	in	any	specific	disease,	you	need	a
separate	marketing	authorisation.	So,	 a	drug	might	be	 licensed	 to	 treat	ovarian
cancer,	 for	example,	but	not	breast	cancer.	That	doesn’t	mean	 the	drug	doesn’t
work	 in	 breast	 cancer.	 There	 might	 well	 be	 some	 evidence	 that	 it’s	 great	 for
treating	that	disease	too,	but	maybe	the	company	hasn’t	gone	to	the	trouble	and
expense	of	getting	a	formal	marketing	authorisation	for	that	specific	use.	Doctors
can	 still	 go	 ahead	 and	prescribe	 it	 for	 breast	 cancer,	 if	 they	want,	 because	 the
drug	is	available	for	prescription,	and	there	are	boxes	of	it	sitting	in	pharmacies
waiting	 to	 go	 out	 (even	 though,	 strictly	 speaking,	 it’s	 only	 got	 marketing
approval	 for	 use	 in	 ovarian	 cancer).	 In	 this	 situation	 the	 doctor	 will	 be
prescribing	the	drug	legally,	but	‘off-label’.
This	is	fairly	common,	as	getting	a	marketing	authorisation	for	a	specific	use

can	be	time-consuming	and	expensive.	If	doctors	know	that	there’s	a	drug	which
has	been	shown	in	good-quality	trials	to	help	treat	a	disease,	it	would	be	perverse
and	 unhelpful	 of	 them	 not	 to	 prescribe	 it,	 just	 because	 the	 company	 hasn’t



applied	for	a	formal	licence	to	market	it	for	that	specific	use.	I’ll	discuss	the	ins
and	outs	of	all	this	in	more	detail	later.	But	for	now,	what	you	need	to	know	is
that	the	use	of	a	drug	in	children	is	treated	as	a	separate	marketing	authorisation
from	its	use	in	adults.
This	makes	 sense	 in	many	 cases,	 because	 children	 can	 respond	 to	 drugs	 in

very	different	ways	 to	adults,	so	 the	risks	and	benefits	might	be	very	different,
and	research	needs	to	be	done	in	children	separately.	But	this	licensing	quirk	also
brings	 some	 disadvantages.	 Getting	 a	 licence	 for	 a	 specific	 use	 is	 an	 arduous
business,	requiring	lots	of	paperwork,	and	some	specific	studies.	Often	this	will
be	 so	 expensive	 that	 companies	will	 not	 bother	 to	get	 a	 licence	 specifically	 to
market	a	drug	for	use	in	children,	because	that	market	is	usually	much	smaller.
But	once	a	drug	 is	available	 in	a	country	 for	one	specific	 thing,	as	we	have

seen,	it	can	then	be	prescribed	for	absolutely	anything.	So	it	is	not	unusual	for	a
drug	to	be	licensed	for	use	in	adults,	but	then	prescribed	for	children	on	the	back
of	 a	 hunch;	 or	 a	 judgement	 that	 it	 should	 at	 least	 do	 no	 harm;	 or	 studies	 that
suggest	benefit	in	children,	but	that	would	probably	be	insufficient	to	get	through
the	specific	formal	process	of	getting	marketing	authorisation	for	use	in	kids;	or
even	 good	 studies,	 but	 in	 a	 disease	 where	 the	 market	 is	 so	 small	 that	 the
company	can’t	be	bothered	to	get	a	marketing	approval	for	use	in	children.
Regulators	have	 recognised	 that	 there	 is	a	 serious	problem	with	drugs	being

used	 in	 children	 ‘off-label’,	 without	 adequate	 research,	 so	 recently	 they	 have
started	 to	offer	 incentives	 for	 companies	 to	conduct	 the	 research,	 and	 formally
seek	 these	 licences.	 The	 incentives	 are	 patent	 extensions,	 and	 these	 can	 be
lucrative.	All	drugs	slip	into	the	public	domain	about	a	decade	after	coming	onto
the	market,	and	become	like	paracetamol,	which	anyone	can	make	very	cheaply.
If	a	company	is	given	a	six-month	extension	on	a	drug,	for	all	uses,	then	it	can
make	 a	 lot	 more	 money	 from	 that	 medicine.	 This	 seems	 a	 good	 example	 of
regulators	being	pragmatic,	and	thinking	creatively	about	what	carrots	they	can
offer.	Licensed	use	 in	 children	will	 probably	not	 itself	make	 a	 company	much
extra	money,	 since	 doctors	 are	 prescribing	 the	 drug	 for	 children	 already,	 even
without	a	 licence	or	good	evidence,	simply	because	 there	are	no	other	options.
Meanwhile,	 six	months	of	extra	patent	 life	 for	a	blockbuster	drug	will	be	very
lucrative,	if	its	adult	market	is	large	enough.
There’s	 a	 lot	 of	 debate	 about	whether	 the	 drug	 companies	 have	 played	 fair

with	these	offers.	For	example,	since	the	FDA	started	offering	this	deal,	about	a
hundred	drugs	have	been	given	paediatric	 licences,	but	many	of	 them	were	for
diseases	 that	 aren’t	 very	 common	 in	 children,	 like	 stomach	ulcers,	 or	 arthritis.



There	have	been	far	fewer	applications	for	less	lucrative	products	that	could	be
used	 in	 children,	 such	 as	 more	 modern	 medicines	 called	 ‘large-molecule
biologics’.	But	there	it	is.
When	GSK	applied	 for	a	marketing	authorisation	 in	children	 for	paroxetine,

an	 extraordinary	 situation	 came	 to	 light,	 triggering	 the	 longest	 investigation	 in
the	 history	 of	UK	drugs	 regulation.	This	 investigation	was	 published	 in	 2008,
and	 examined	whether	GSK	 should	 face	 criminal	 charges.64	 It	 turned	 out	 that
what	 the	 company	 had	 done	 –	 withholding	 important	 data	 about	 safety	 and
effectiveness	 that	 doctors	 and	 patients	 clearly	 needed	 to	 see	 –	 was	 plainly
unethical,	 and	put	 children	around	 the	world	at	 risk;	but	our	 laws	are	 so	weak
that	GSK	could	not	be	charged	with	any	crime.
Between	 1994	 and	 2002	 GSK	 conducted	 nine	 trials	 of	 paroxetine	 in

children.65	The	 first	 two	failed	 to	show	any	benefit,	but	 the	company	made	no
attempt	to	inform	anyone	of	this	by	changing	the	‘drug	label’	that	is	sent	to	all
doctors	 and	 patients.	 In	 fact,	 after	 these	 trials	 were	 completed,	 an	 internal
company	management	document	stated:	‘it	would	be	commercially	unacceptable
to	 include	 a	 statement	 that	 efficacy	 had	 not	 been	 demonstrated,	 as	 this	would
undermine	the	profile	of	paroxetine’.	In	the	year	after	this	secret	internal	memo,
32,000	prescriptions	were	issued	to	children	for	paroxetine	in	the	UK	alone:	so,
while	the	company	knew	the	drug	didn’t	work	in	children,	it	was	in	no	hurry	to
tell	doctors	that,	despite	knowing	that	large	numbers	of	children	were	taking	it.
More	 trials	were	 conducted	 over	 the	 coming	 years	 –	 nine	 in	 total	 –	 and	 none
showed	that	the	drug	was	effective	at	treating	depression	in	children.
It	gets	much	worse	than	that.	These	children	weren’t	simply	receiving	a	drug

that	the	company	knew	to	be	ineffective	for	them:	they	were	also	being	exposed
to	 side	 effects.	 This	 should	 be	 self-evident,	 since	 any	 effective	 treatment	 will
have	some	side	effects,	and	doctors	factor	this	in,	alongside	the	benefits	(which
in	 this	 case	 were	 non-existent).	 But	 nobody	 knew	 how	 bad	 these	 side	 effects
were,	because	the	company	didn’t	tell	doctors,	or	patients,	or	even	the	regulator
about	 the	worrying	safety	data	 from	 its	 trials.	This	was	because	of	a	 loophole:
you	only	have	to	tell	the	regulator	about	side	effects	reported	in	studies	looking
at	 the	specific	uses	 for	which	 the	drug	has	a	marketing	authorisation.	Because
the	use	of	paroxetine	in	children	was	‘off-label’,	GSK	had	no	legal	obligation	to
tell	anyone	about	what	it	had	found.
People	had	worried	for	a	long	time	that	paroxetine	might	increase	the	risk	of

suicide,	though	that	is	quite	a	difficult	side	effect	to	detect	in	an	antidepressant,
because	 people	 with	 depression	 are	 at	 a	much	 higher	 risk	 of	 suicide	 than	 the



general	population	anyway,	as	a	result	of	their	depression.	There	are	also	some
grounds	to	believe	that	as	patients	first	come	out	of	their	depression,	and	leave
behind	the	sluggish	lack	of	motivation	that	often	accompanies	profound	misery,
there	may	be	a	period	during	which	they	are	more	capable	of	killing	themselves,
just	because	of	the	depression	slowly	lifting.
Furthermore,	suicide	is	a	mercifully	rare	event,	which	means	you	need	a	lot	of

people	on	a	drug	to	detect	an	increased	risk.	Also,	suicide	is	not	always	recorded
accurately	 on	 death	 certificates,	 because	 coroners	 and	 doctors	 are	 reluctant	 to
give	a	verdict	that	many	would	regard	as	shameful,	so	the	signal	you	are	trying
to	detect	 in	 the	data	–	 suicide	–	 is	going	 to	be	corrupted.	Suicidal	 thoughts	or
behaviours	 that	 don’t	 result	 in	 death	 are	more	 common	 than	 suicide	 itself,	 so
they	 should	 be	 easier	 to	 detect,	 but	 they	 too	 are	 hard	 to	 pick	 up	 in	 routinely
collected	 data,	 because	 they’re	 often	 not	 presented	 to	 doctors,	 and	where	 they
are,	 they	 can	 be	 coded	 in	 health	 records	 in	 all	 sorts	 of	 different	ways,	 if	 they
appear	 at	 all.	 Because	 of	 all	 these	 difficulties,	 you	would	want	 to	 have	 every
scrap	 of	 data	 you	 could	 possibly	 cobble	 together	 on	 the	 question	 of	 whether
these	 drugs	 cause	 suicidal	 thoughts	 or	 behaviour	 in	 children;	 and	 you	 would
want	a	lot	of	experienced	people,	with	a	wide	range	of	skills,	all	looking	at	the
data	and	discussing	it.
In	 February	 2003,	 GSK	 spontaneously	 sent	 the	 MHRA	 a	 package	 of

information	on	the	risk	of	suicide	on	paroxetine,	containing	some	analyses	done
in	2002	 from	adverse-event	 data	 in	 trials	 the	 company	had	held,	 going	back	 a
decade.	This	analysis	showed	that	there	was	no	increased	risk	of	suicide.	But	it
was	misleading:	although	it	was	unclear	at	the	time,	data	from	trials	in	children
had	 been	 mixed	 in	 with	 data	 from	 trials	 in	 adults,	 which	 had	 vastly	 greater
numbers	 of	 participants.	As	 a	 result,	 any	 sign	of	 increased	 suicide	 risk	 among
children	on	paroxetine	had	been	completely	diluted	away.
Later	 in	2003,	GSK	had	a	meeting	with	 the	MHRA	to	discuss	another	 issue

involving	paroxetine.	At	the	end	of	this	meeting,	the	GSK	representatives	gave
out	 a	 briefing	 document,	 explaining	 that	 the	 company	 was	 planning	 to	 apply
later	 that	 year	 for	 a	 specific	 marketing	 authorisation	 to	 use	 paroxetine	 in
children.	 They	 mentioned,	 while	 handing	 out	 the	 document,	 that	 the	 MHRA
might	 wish	 to	 bear	 in	 mind	 a	 safety	 concern	 the	 company	 had	 noted:	 an
increased	 risk	 of	 suicide	 among	 children	 with	 depression	 who	 received
paroxetine,	compared	with	those	on	dummy	placebo	pills.
This	 was	 vitally	 important	 side-effect	 data,	 being	 presented,	 after	 an

astonishing	 delay,	 casually,	 through	 an	 entirely	 inappropriate	 and	 unofficial



channel.	GSK	knew	that	the	drug	was	being	prescribed	in	children,	and	it	knew
that	 there	were	safety	concerns	in	children,	but	 it	had	chosen	not	 to	reveal	 that
information.	When	it	did	share	the	data,	it	didn’t	flag	it	up	as	a	clear	danger	in
the	 current	 use	 of	 the	 drug,	 requiring	 urgent	 attention	 from	 the	 relevant
department	in	the	regulator;	instead	it	presented	it	as	part	of	an	informal	briefing
about	a	future	application.	Although	the	data	was	given	to	completely	the	wrong
team,	the	MHRA	staff	present	at	this	meeting	had	the	wit	to	spot	that	this	was	an
important	new	problem.	A	flurry	of	activity	followed:	analyses	were	done,	and
within	one	month	a	letter	was	sent	to	all	doctors	advising	them	not	to	prescribe
paroxetine	to	patients	under	the	age	of	eighteen.
How	 is	 it	 possible	 that	 our	 systems	 for	 getting	 data	 from	 companies	 are	 so

poor	that	they	can	simply	withhold	vitally	important	information	showing	that	a
drug	 is	 not	 only	 ineffective,	 but	 actively	 dangerous?	 There	 are	 two	 sets	 of
problems	here:	firstly,	access	for	regulators;	and	secondly,	access	for	doctors.
There	 is	 no	 doubt	 that	 the	 regulations	 contain	 ridiculous	 loopholes,	 and	 it’s

dismal	 to	 see	 how	 GSK	 cheerfully	 exploited	 them.	 As	 I’ve	 mentioned,	 the
company	had	no	legal	duty	to	give	over	the	information,	because	prescription	of
the	drug	 in	 children	was	outside	of	paroxetine’s	 formally	 licensed	uses	–	even
though	GSK	knew	this	was	widespread.	In	fact,	of	the	nine	studies	the	company
conducted,	only	one	had	its	results	reported	to	the	MHRA,	because	that	was	the
only	one	conducted	in	the	UK.
After	this	episode,	the	MHRA	and	the	EU	changed	some	of	their	regulations,

though	not	 adequately.	They	created	an	obligation	 for	 companies	 to	hand	over
safety	 data	 for	 uses	 of	 a	 drug	 outside	 its	 marketing	 authorisation;	 but
ridiculously,	for	example,	trials	conducted	outside	the	EU	were	still	exempt.
There	is	a	key	problem	here,	and	it	is	one	that	recurs	throughout	this	section	of

the	book:	you	need	all	of	the	data	in	order	to	see	what’s	happening	with	a	drug’s
benefits,	 and	 risks.	 Some	 of	 the	 trials	 that	 GSK	 conducted	 were	 published	 in
part,	 but	 that	 is	 obviously	 not	 enough:	we	 already	know	 that	 if	we	 see	 only	 a
biased	sample	of	 the	data,	we	are	misled.	But	we	also	need	all	 the	data	for	 the
more	 simple	 reason	 that	 we	 need	 lots	 of	 data:	 safety	 signals	 are	 often	 weak,
subtle	and	difficult	 to	detect.	Suicidal	 thoughts	and	plans	are	rare	 in	children	–
even	 those	with	 depression,	 even	 those	 on	 paroxetine	 –	 so	 all	 the	 data	 from	a
large	 number	 of	 participants	 needed	 to	 be	 combined	 before	 the	 signal	 was
detectable	 in	 the	 noise.	 In	 the	 case	 of	 paroxetine,	 the	 dangers	 only	 became
apparent	when	the	adverse	events	from	all	of	the	trials	were	pooled	and	analysed
together.



That	leads	us	to	the	second	obvious	flaw	in	the	current	system:	the	results	of
these	trials	–	the	safety	data	and	the	effectiveness	data	–	are	given	in	secret	to	the
regulator,	which	then	sits	and	quietly	makes	a	decision.	This	is	a	huge	problem,
because	you	need	many	eyes	on	 these	difficult	problems.	I	don’t	 think	 that	 the
people	who	work	in	the	MHRA	are	bad,	or	incompetent:	I	know	a	lot	of	them,
and	they	are	smart,	good	people.	But	we	shouldn’t	trust	them	to	analyse	this	data
alone,	in	the	same	way	that	we	shouldn’t	trust	any	single	organisation	to	analyse
data	 alone,	 with	 nobody	 looking	 over	 its	 shoulder,	 checking	 the	 working,
providing	competition,	offering	helpful	criticism,	speeding	it	up,	and	so	on.
This	is	even	worse	than	academics	failing	to	share	their	primary	research	data,

because	 at	 least	 in	 an	 academic	 paper	 you	 get	 a	 lot	 of	 detail	 about	what	was
done,	and	how.	The	output	of	a	regulator	is	often	simply	a	crude,	brief	summary:
almost	a	‘yes’	or	‘no’	about	side	effects.	This	is	the	opposite	of	science,	which	is
only	 reliable	 because	 everyone	 shows	 their	 working,	 explains	 how	 they	 know
that	 something	 is	 effective	 or	 safe,	 shares	 their	methods	 and	 their	 results,	 and
allows	others	to	decide	if	they	agree	with	the	way	they	processed	and	analysed
the	data.
Yet	 for	 the	 safety	 and	 efficacy	 of	 drugs,	 one	 of	 the	 most	 important	 of	 all

analyses	done	by	science,	we	turn	our	back	on	this	process	completely:	we	allow
it	to	happen	behind	closed	doors,	because	drug	companies	have	decided	that	they
want	 to	 share	 their	 trial	 results	 discretely	 with	 the	 regulators.	 So	 the	 most
important	 job	 in	evidence-based	medicine,	and	a	perfect	example	of	a	problem
that	benefits	from	many	eyes	and	minds,	is	carried	out	alone	and	in	secret.
This	 perverse	 and	 unhealthy	 secrecy	 extends	way	 beyond	 regulators.	NICE,

the	UK’s	National	Institute	for	Health	and	Clinical	Excellence,	 is	charged	with
making	 recommendations	 about	 which	 treatments	 are	most	 cost-effective,	 and
which	work	best.	When	 it	does	 this,	 it’s	 in	 the	same	boat	as	you	or	me:	 it	has
absolutely	no	statutory	right	to	see	data	on	the	safety	or	effectiveness	of	a	drug,
if	a	company	doesn’t	want	 to	 release	 it,	even	 though	 the	 regulators	have	all	of
that	data.	As	a	result,	NICE	can	be	given	distorted,	edited,	biased	samples	of	the
data,	 not	 just	 on	 whether	 a	 drug	 works,	 but	 also	 on	 how	 likely	 it	 is	 to	 have
unpleasant	side	effects.
Sometimes	NICE	is	able	to	access	some	extra	unpublished	data	from	the	drug

companies:	 this	 is	 information	 that	 doctors	 and	 patients	 aren’t	 allowed	 to	 see,
despite	 the	 fact	 that	 they	 are	 the	 people	 making	 decisions	 about	 whether	 to
prescribe	 the	 drugs,	 or	 are	 actually	 taking	 them.	 But	 when	 NICE	 does	 get
information	in	this	way,	it	often	comes	with	strict	conditions	on	confidentiality,



leading	to	some	very	bizarre	documents	being	published.	On	the	next	page,	for
example,	 is	 the	 NICE	 document	 discussing	 whether	 it’s	 a	 good	 idea	 to	 have
Lucentis,	an	extremely	expensive	drug,	costing	well	over	£1,000	per	treatment,
that	is	injected	into	the	eye	for	a	condition	called	acute	macular	degeneration.
As	you	can	see,	the	NICE	document	on	whether	this	treatment	is	a	good	idea

is	censored.	Not	only	is	the	data	on	the	effectiveness	of	the	treatment	blanked	out
by	 thick	 black	 rectangles,	 in	 case	 any	 doctor	 or	 patient	 should	 see	 it,	 but
absurdly,	even	the	names	of	some	trials	are	missing,	preventing	the	reader	from
even	 knowing	 of	 their	 existence,	 or	 cross	 referencing	 information	 about	 them.
Most	disturbing	of	all,	as	you	can	see	in	the	last	bullet	point,	the	data	on	adverse
events	 is	 also	 censored.	 This	 is	 a	 perfectly	 common	 state	 of	 affairs,	 and	 I’m
reproducing	 the	 whole	 page	 here	 because	 I	 worry	 that	 it	 would	 otherwise	 be
almost	too	bizarre	for	you	to	believe.





Why	shouldn’t	we	all	–	doctors,	patients	and	NICE	–	have	free	access	to	all
this	information?	This	is	something	I	asked	both	Kent	Woods	from	the	MHRA,
and	Hans	Georg	Eichler,	Medical	Director	of	 the	European	Medicines	Agency,
in	2010.	Both,	separately,	gave	me	the	same	answer:	people	outside	the	agencies
cannot	be	trusted	with	this	information,	because	they	might	misinterpret	it,	either
deliberately	 or	 through	 incompetence.	 Both,	 separately	 –	 though	 I	 guess	 they
must	chat	at	parties	–	raised	the	MMR	vaccine	scare,	as	the	classic	example	of
how	the	media	can	contrive	a	national	panic	on	the	basis	of	no	good	evidence,
creating	dangerous	public-health	problems	along	the	way.	What	if	they	released
raw	safety	data,	 and	people	who	don’t	know	how	 to	analyse	 it	properly	 found
imaginary	 patterns,	 and	 created	 scares	 that	 put	 patients	 off	 taking	 life-saving
medication?
I	accept	that	this	is	a	risk,	but	I	also	believe	their	priorities	are	wrong:	I	think

that	 the	advantages	of	many	eyes	working	on	 these	vitally	 important	problems
are	enormous,	and	the	possibility	of	a	few	irrational	scaremongers	is	no	excuse
for	 hiding	 data.	 Drug	 companies	 and	 regulators	 also	 both	 say	 that	 you	 can
already	get	all	the	information	you	need	from	regulators’	websites,	in	summary
form.
We	shall	now	see	that	this	is	untrue.

Two:	Regulators	make	it	hard	to
access	the	data	they	do	have
When	exposed	to	criticism,	drug	companies	often	become	indignant,	and	declare
that	they	already	share	enough	data	for	doctors	and	patients	to	be	informed.	‘We
give	 everything	 to	 the	 regulator,’	 they	 say,	 ‘and	 you	 can	 get	 it	 from	 them.’
Similarly,	regulators	 insist	 that	all	you	need	to	do	is	 look	on	their	website,	and
you	will	easily	 find	all	 the	data	you	need.	 In	 reality,	 there	 is	a	messy	game,	 in
which	doctors	and	academics	trying	to	find	all	the	data	on	a	drug	are	sent	around
the	 houses,	 scrabbling	 for	 information	 that	 is	 both	 hard	 to	 find	 and	 fatally
flawed.
Firstly,	 as	we’ve	 already	 seen,	 regulators	 don’t	 have	 all	 the	 trials,	 and	 they

don’t	share	all	 the	ones	 that	 they	do.	Summary	documents	are	available	on	 the
early	trials	used	to	get	a	drug	onto	the	market	in	the	first	place,	but	only	for	the
specific	 licensed	 uses	 of	 the	 drug.	 Even	 where	 the	 regulator	 has	 been	 given
safety	 data	 for	 off-label	 uses	 (following	 the	 paroxetine	 case	 above)	 the
information	 from	 these	 trials	 still	 isn’t	 made	 publicly	 available	 through	 the



regulator:	it	simply	sits	quietly	in	the	regulator’s	files.
For	example:	duloxetine	is	another	SSRI	drug	in	fairly	widespread	use,	which

is	usually	given	as	an	antidepressant.	During	a	trial	on	its	use	for	a	completely
different	 purpose	 –	 treating	 incontinence	 –	 there	 were	 apparently	 several
suicides.66	This	is	important	and	interesting	information,	and	the	FDA	hold	the
relevant	data:	it	conducted	a	review	on	this	issue,	and	came	to	a	view	on	whether
the	 risk	was	 significant.	 But	 you	 cannot	 see	 any	 of	 that	 on	 the	 FDA	website,
because	 duloxetine	 never	 got	 a	 licence	 for	 use	 in	 treating	 incontinence.67	 The
trial	data	was	only	used	by	the	FDA	to	inform	its	internal	ruminations.	This	is	an
everyday	situation.
But	even	when	you	are	allowed	to	see	trial	results	held	by	regulators,	getting

this	 information	 from	 their	 public	 websites	 is	 supremely	 tricky.	 The	 search
functions	 on	 the	 FDA	 website	 are	 essentially	 broken,	 while	 the	 content	 is
haphazard	and	badly	organised,	with	 lots	missing,	and	 too	 little	 information	 to
enable	you	to	work	out	if	a	trial	was	prone	to	bias	by	design.	Once	again	–	partly,
here,	through	casual	thoughtlessness	and	incompetence	–	it	is	impossible	to	get
access	 to	 the	 basic	 information	 that	 we	 need.	 Drug	 companies	 and	 regulators
deny	this:	they	say	that	if	you	search	their	websites,	everything	is	there.	So	let’s
walk,	briefly,	through	the	process	in	all	its	infuriating	glory.	The	case	I	will	use
was	published	three	years	ago	in	JAMA	as	a	useful	illustration	of	how	broken	the
FDA	site	has	become:68	replicating	it	today,	in	2012,	nothing	has	changed.
So:	let’s	say	we	want	to	find	the	results	from	all	the	trials	the	FDA	has,	on	a

drug	 called	 pregabalin,	 in	 which	 the	 drug	 is	 used	 to	 treat	 pain	 for	 diabetics
whose	 nerves	 have	 been	 affected	 by	 their	 disease	 (a	 condition	 called	 ‘diabetic
peripheral	neuropathy’).	You	want	the	FDA	review	on	this	specific	use,	which	is
the	PDF	document	containing	all	the	trials	in	one	big	bundle.	But	if	you	search
for	 ‘pregabalin	 review’,	 say,	 on	 the	 FDA	 website,	 you	 get	 over	 a	 hundred
documents:	 none	 of	 them	 is	 clearly	 named,	 and	 not	 one	 of	 them	 is	 the	 FDA
review	document	on	pregabalin.	If	you	type	in	the	FDA	application	number	–	the
unique	 identifier	 for	 the	FDA	document	you’re	 looking	 for	–	 the	FDA	website
comes	up	with	nothing	at	all.
If	you’re	lucky,	or	wise,	you’ll	get	dropped	at	the	Drugs@FDA	page:	typing

‘pregabalin’	there	brings	up	three	‘FDA	applications’.	Why	three?	Because	there
are	three	different	documents,	each	on	a	different	condition	that	pregabalin	can
be	 used	 to	 treat.	The	FDA	 site	 doesn’t	 tell	 you	which	 condition	 each	 of	 these
three	documents	is	for,	so	you	have	to	use	trial	and	error	to	try	to	find	out.	That’s
not	as	easy	as	it	sounds.	I	have	the	correct	document	for	pregabalin	and	diabetic



peripheral	neuropathy	right	here	 in	front	of	me:	 it’s	almost	four	hundred	pages
long,	but	 it	 doesn’t	 tell	 you	 that	 it’s	 about	diabetic	peripheral	 neuropathy	until
you	 get	 to	 page	 19.	There’s	 no	 executive	 summary	 at	 the	 beginning	 –	 in	 fact,
there’s	 no	 title	 page,	 no	 contents	 page,	 no	 hint	 of	what	 the	 document	 is	 even
about,	and	it	skips	randomly	from	one	sub-document	to	another,	all	scanned	and
bundled	up	in	the	same	gigantic	file.
If	you’re	a	nerd,	you	might	 think:	 these	 files	are	electronic;	 they’re	PDFs,	a

type	 of	 file	 specifically	 designed	 to	 make	 sharing	 electronic	 documents
convenient.	 Any	 nerd	 will	 know	 that	 if	 you	 want	 to	 find	 something	 in	 an
electronic	 document,	 it’s	 easy:	 you	 just	 use	 the	 ‘find’	 command:	 type	 in,	 say,
‘peripheral	neuropathy’,	and	your	computer	will	find	the	phrase	straight	off.	But
no:	 unlike	 almost	 any	 other	 serious	 government	 document	 in	 the	 world,	 the
PDFs	from	the	FDA	are	a	series	of	photographs	of	pages	of	text,	rather	than	the
text	 itself.	This	means	you	cannot	search	for	a	phrase.	 Instead,	you	have	 to	go
through	it,	searching	for	that	phrase,	laboriously,	by	eye.
I	 could	 go	 on.	 I	 will.	 There’s	 some	 kind	 of	 ‘table	 of	 contents’	 on	 the

seventeenth	page,	but	it	gets	the	page	numbers	wrong.	I’ve	finished	now.	There
is	simply	no	reason	for	this	obfuscation	and	chaos.	These	problems	aren’t	caused
by	technical	issues	specific	to	trials,	and	they	would	hardly	cost	any	money	at	all
to	 fix.	 This	 is	 plainly,	 simply,	 unhelpful,	 and	 the	 best	we	 can	 hope	 is	 that	 it’s
driven	by	thoughtlessness.
That’s	a	tragedy,	because	if	you	can	unearth	this	document,	and	decode	it,	you

will	find	that	it	is	full	of	terrifying	gems:	perfect	examples	of	situations	in	which
a	 drug	 company	 has	 used	 dodgy	 statistical	 methods	 to	 design	 and	 analyse	 a
study,	in	such	a	way	that	it	is	predestined	–	from	the	outset	–	to	exaggerate	the
benefits	of	the	drug.
For	example,	in	the	five	trials	on	pregabalin	and	pain,	lots	of	people	dropped

out	during	the	study	period.	This	is	common	in	medical	trials,	as	you	will	shortly
see,	and	it	often	happens	because	people	have	found	a	drug	to	be	unhelpful,	or
have	had	bad	side	effects.	During	 these	 trials	you’re	measuring	pain	at	 regular
intervals.	But	 if	 some	people	drop	out,	you’re	 left	with	an	 important	question:
what	kind	of	pain	score	should	you	use	for	them	in	your	results?	We	know,	after
all,	that	people	dropping	out	are	more	likely	to	have	done	badly	on	the	drug.
Pfizer	 decided	 to	 use	 a	 method	 called	 ‘Last	 Observation	 Carried	 Forward’,

which	means	what	you’d	expect:	you	take	the	last	measurement	of	pain	severity
while	the	patients	were	on	the	drug,	from	just	before	they	dropped	out,	and	then
paste	 that	 in	 for	 all	 the	 remaining	 pain	 measures	 that	 they	missed,	 after	 they



stopped	coming	to	follow-up	appointments.
The	 FDA	 disapproved	 of	 this:	 it	 pointed	 out,	 quite	 correctly,	 that	 Pfizer’s

strategy	would	make	the	drug	look	better	than	it	really	is.	For	a	fairer	picture,	we
have	to	assume	that	the	dropouts	stopped	taking	the	drug	because	of	side	effects,
so	their	pain	score	should	reflect	the	reality,	which	is	that	they	would	never	get
any	benefit	from	the	drug	in	normal	use.	The	correct	level	of	pain	to	record	for
them	is,	therefore,	their	pain	at	the	beginning	of	the	study,	before	they	had	any
kind	 of	 treatment	 (if	 you’re	 interested,	 this	 is	 called	 ‘Baseline	 Observation
Carried	Forward’).	The	analysis	was	duly	redone,	properly,	and	a	more	modest,
more	 accurate	 view	 of	 the	 benefits	 of	 the	 drug	was	 produced.	 In	 this	 case,	 it
turns	out	that	using	the	‘last	observation’	method	overestimated	the	improvement
in	pain	by	about	a	quarter.
Here’s	 the	 catch.	Four	 out	 of	 five	 of	 these	 trials	were	 then	published	 in	 the

peer-reviewed	academic	literature,	the	place	where	doctors	look	for	evidence	on
whether	a	drug	works	or	not	(one	trial	wasn’t	published	at	all).	Every	single	one
of	 the	published	analyses	used	 ‘Last	Observation	Carried	Forward’,	 the	dodgy
method,	 the	 one	 that	 exaggerates	 the	 benefits	 of	 the	 drug.	 Not	 one	 of	 them
acknowledges	that	‘last	observation’	is	a	technique	that	overstates	these	benefits.
You	can	see	why	it	is	important	that	we	have	access	to	all	the	information	we

can	 possibly	 get	 on	 every	 drug	 trial:	 not	 only	 are	 some	whole	 trials	 withheld
from	us,	but	there	are	often	hidden	flaws	in	the	methods	used.	The	devil	is	in	the
detail,	and	there	are	many	dodgy	trials,	as	we	shall	soon	see,	with	flaws	that	may
not	be	clear	even	in	the	academic	papers,	let	alone	in	the	thin	and	uninformative
summaries	from	regulators.	Furthermore,	as	we	shall	also	see	very	shortly,	there
are	 often	 worrying	 discrepancies	 between	 the	 regulators’	 summary	 documents
and	what	actually	happened	in	the	trial.
This	 is	why	we	need	 to	get	hold	of	a	more	detailed	document	on	each	 trial:

something	 called	 the	 Clinical	 Study	 Report	 (CSR).	 These	 are	 long	 pieces	 of
work,	 sometimes	 thousands	 of	 pages,	 but	 they	 are	 complete	 enough	 for	 the
reader	to	reconstruct	exactly	what	happened	to	all	the	participants;	and	they	will
let	 you	 find	 out	where	 the	 bodies	 are	 buried.	Drug	 companies	 give	 this	 study
report	to	the	regulator	–	though	still	only	for	formally	licensed	uses	of	the	drug	–
so	both	have	a	copy,	and	both	should	be	happy	to	hand	it	over.
We	will	now	see	what	happens	when	you	ask	them.

Three:	Regulators	withhold	study
reports	that	they	do	have



In	 2007,	 researchers	 from	 the	 Nordic	 Cochrane	 Centre	 were	 working	 on	 a
systematic	 review	 for	 two	 widely	 used	 diet	 drugs,	 orlistat	 and	 rimonabant.	 A
systematic	 review,	as	you	know,	 is	 the	gold-standard	summary	of	 the	evidence
on	whether	a	treatment	is	effective.	These	are	life-saving,	because	they	give	us
the	best	 possible	understanding	of	 the	 true	 effects	of	 a	 treatment,	 including	 its
side	 effects.	 But	 doing	 this	 requires	 access	 to	 all	 of	 the	 evidence:	 if	 some	 is
missing,	especially	if	unflattering	data	is	deliberately	harder	to	obtain,	we	will	be
left	with	a	distorted	picture.
The	researchers	knew	that	the	trial	data	they	were	able	to	find	in	the	published

academic	 literature	 was	 probably	 incomplete,	 because	 negative	 trials	 are
routinely	 left	 unpublished.	 But	 they	 also	 knew	 that	 the	 European	 Medicines
Agency	(EMA)	would	have	much	of	this	information,	since	the	manufacturers	of
drugs	 are	obliged	 to	give	 the	 study	 reports	 to	 the	 regulator	when	 trying	 to	get
them	 onto	 the	market.	 Since	 regulators	 are	 supposed	 to	 act	 in	 the	 interests	 of
patients,	 they	applied	 to	 the	EMA	for	 the	protocols	and	 the	study	reports.	That
was	in	June	2007.
In	 August,	 the	 EMA	 responded:	 it	 had	 decided	 not	 to	 give	 out	 the	 study

reports	for	these	trials,	and	was	invoking	the	section	of	its	rules	which	allows	it
to	protect	the	commercial	interests	and	intellectual	property	of	drug	companies.
The	researchers	replied	immediately,	almost	by	return	of	post:	there	is	nothing	in
the	 study	 reports	 that	will	 undermine	 the	 protection	 of	 someone’s	 commercial
interests,	they	explained.	But	if	there	was,	could	the	EMA	please	explain	why	it
felt	the	commercial	interests	of	the	drug	companies	should	override	the	welfare
of	patients?
Here	we	should	pause	for	just	one	moment,	and	think	about	what	the	EMA	is

doing.	 It	 is	 the	 regulator	 that	 approves	 and	 monitors	 drugs	 for	 the	 whole	 of
Europe,	 with	 the	 aim	 of	 protecting	 the	 public.	 Doctors	 and	 patients	 can	 only
make	meaningful	decisions	about	treatments	if	they	have	access	to	all	the	data.
The	EMA	has	 that	data,	but	has	decided	 that	 the	drug	companies’	 interests	are
more	important.	Having	spoken	to	a	lot	of	people	in	regulation,	I	can	offer	one
small	 insight	 into	 what	 on	 earth	 they	 might	 be	 thinking.	 Regulators,	 in	 my
experience,	are	preoccupied	with	the	idea	that	they	see	all	the	data,	and	use	it	to
make	the	decision	about	whether	a	drug	should	go	on	the	market,	and	that	this	is
enough:	doctors	and	patients	don’t	need	to	see	the	data,	because	the	regulator	has
done	all	that	work.
This	 misunderstands	 a	 crucial	 difference	 between	 the	 decisions	 made	 by

regulators	and	the	decisions	made	by	doctors.	Contrary	to	what	some	regulators



seem	to	think,	a	drug	is	not	either	‘good’	and	therefore	on	the	market,	or	‘bad’
and	 therefore	 off	 it.	 A	 regulator	 makes	 a	 decision	 about	 whether	 it’s	 in	 the
interests	of	the	population	as	a	whole	that	the	drug	should	be	available	for	use,	at
all,	 ever	 –	 even	 if	 only	 in	 some	 very	 obscure	 circumstance,	 infrequently	 and
cautiously.	This	bar	is	set	pretty	low,	as	we	shall	see,	and	lots	of	drugs	that	are	on
the	market	(in	fact,	the	overwhelming	majority)	are	hardly	ever	used.
A	doctor	needs	to	use	the	same	information	as	that	available	to	the	regulator	in

order	 to	make	a	very	different	decision:	 is	 this	 the	right	drug	for	 the	patient	 in
front	of	me	right	now?	The	simple	fact	that	a	drug	is	approved	for	prescription
doesn’t	 mean	 it’s	 particularly	 good,	 or	 the	 best.	 In	 fact,	 there	 are	 complex
decisions	to	be	made	in	each	clinical	situation	about	which	drug	is	best.	Maybe
the	patient	has	failed	to	get	better	on	one	drug,	so	you	want	to	try	another,	from	a
different	class	of	drugs;	maybe	the	patient	has	mild	kidney	failure,	so	you	don’t
want	 to	use	 the	most	popular	drug,	as	 that	causes	very	occasional	problems	 in
patients	with	dodgy	kidneys;	maybe	you	need	a	drug	 that	won’t	 interfere	with
other	drugs	the	patient	is	taking.
These	complex	considerations	are	the	reason	we	are	OK	with	having	a	range

of	drugs	on	the	market:	even	if	some	of	them	are	less	useful	overall,	they	might
be	 useful	 in	 specific	 circumstances.	 But	 we	 need	 to	 be	 able	 to	 see	 all	 of	 the
information	about	them,	in	order	to	make	these	decisions.	It	is	not	enough	for	the
regulators	 to	 grandly	 state	 that	 they	 have	 approved	 a	 drug,	 and	 therefore	 we
should	all	 feel	happy	to	prescribe	 it.	Doctors	and	patients	need	 the	data	 just	as
much	as	regulators	do.
In	 September	 2007	 the	 EMA	 confirmed	 to	 the	 Cochrane	 researchers	 that	 it

wasn’t	going	to	share	the	study	reports	on	orlistat	and	rimonabant,	and	explained
that	 it	 had	 a	 policy	 of	 never	 disclosing	 the	 data	 given	 as	 part	 of	 a	marketing
authorisation.	 A	 serious	 problem	 had	 emerged.	 These	 weight-loss	 drugs	 were
being	 widely	 prescribed	 throughout	 Europe,	 but	 doctors	 and	 patients	 were
unable	to	access	important	information	about	whether	they	worked,	how	bad	the
side	 effects	 were,	 which	was	more	 effective,	 or	 any	 of	 a	 whole	 host	 of	 other
important	 questions.	 Real	 patients	 were	 being	 exposed	 to	 potential	 harm,	 in
everyday	 prescribing	 decisions,	 through	 this	 lack	 of	 information	 that	 was
enforced	by	the	EMA.
The	researchers	went	to	the	European	Ombudsman	with	two	clear	allegations.

Firstly,	the	EMA	had	failed	to	give	sufficient	reasons	for	refusing	them	access	to
the	 data;	 and	 secondly,	 the	 EMA’s	 brief,	 dismissive	 claim	 that	 commercial
interests	 must	 be	 protected	 was	 unjustified,	 because	 there	 was	 no	 material	 of



commercial	 interest	 in	 the	 trial	 results,	 other	 than	 the	 data	 on	 safety	 and
effectiveness,	which	doctors	and	patients	obviously	need	to	access.	They	didn’t
know	 it	 at	 the	 time,	but	 this	was	 the	beginning	of	 a	battle	 for	data	 that	would
shame	the	EMA,	and	would	last	more	than	three	years.
It	took	four	months	for	the	EMA	to	respond,	and	over	the	next	year	it	simply

reiterated	 its	 position:	 as	 far	 as	 it	was	 concerned,	 any	 kind	 of	 information	 the
disclosure	 of	 which	 would	 ‘unreasonably	 undermine	 or	 prejudice	 the
commercial	 interests	 of	 individuals	 or	 companies’	 was	 commercially
confidential.	 The	 study	 reports,	 it	 said,	 might	 contain	 information	 about	 the
commercial	plans	for	the	drug.	The	researchers	responded	that	this	was	unlikely,
but	was	in	any	case	of	marginal	 importance,	as	part	of	a	much	more	important
and	 pressing	 situation:	 ‘As	 a	 likely	 consequence	 of	 [the]	 EMA’s	 position,
patients	 would	 die	 unnecessarily,	 and	 would	 be	 treated	 with	 inferior	 and
potentially	 harmful	 drugs.’	 They	 regarded	 the	 EMA’s	 position	 as	 ethically
indefensible.	More	than	that,	they	said,	the	EMA	had	a	clear	conflict	of	interest:
this	data	could	be	used	to	challenge	its	summary	views	on	the	benefits	and	risks
of	 these	 treatments.	 The	 EMA	 had	 failed	 to	 explain	why	 doctors	 and	 patients
having	 access	 to	 study	 reports	 and	 protocols	 should	 undermine	 anyone’s
reasonable	commercial	interests,	and	why	these	commercial	interests	were	more
important	than	the	welfare	of	patients.
Then,	almost	two	years	into	this	process,	the	EMA	changed	tack.	Suddenly,	it

began	to	argue	that	study	reports	contain	personal	data	about	individual	patients.
This	 argument	 hadn’t	 been	 raised	 by	 the	 EMA	 before,	 but	 it’s	 also	 not	 true.
There	 may	 have	 been	 some	 information	 in	 some	 whole	 sections	 of	 the	 study
reports	that	gave	detail	on	some	individual	participants’	odd	presentations,	or	on
possible	side	effects,	but	these	were	all	in	the	same	appendix,	and	could	easily	be
removed.
The	EU	Ombudsman’s	conclusions	were	clear:	the	EMA	had	failed	in	its	duty

to	give	an	adequate	or	even	coherent	explanation	of	why	it	was	refusing	access
to	 this	 important	 information.	 He	 made	 a	 preliminary	 finding	 of
maladministration.	 After	 doing	 that,	 he	 was	 under	 no	 obligation	 to	 offer	 any
further	opinion	on	the	weak	excuses	offered	by	the	EMA,	but	he	decided	to	do
so	anyway.	His	report	is	damning.	The	EMA	had	flatly	failed	to	address	a	serious
charge	that	its	withholding	information	about	these	trials	was	against	the	public
interest,	and	exposed	patients	to	harm.	The	Ombudsman	also	described	how	he
had	 gone	 through	 the	 study	 reports	 in	 detail	 himself,	 and	 had	 found	 that	 they
contained	 neither	 any	 commercially	 confidential	 information,	 nor	 any	 details



about	 the	 commercial	 development	 of	 the	 drugs.	 The	 EMA’s	 claims	 that
answering	 the	 request	would	have	put	 it	 under	 an	 inappropriate	 administrative
burden	were	untrue,	and	it	had	overestimated	the	work	this	would	have	involved:
specifically,	he	explained,	 removing	any	personal	data,	where	 it	did	sometimes
appear,	would	be	easy.
The	Ombudsman	told	the	EMA	to	hand	over	the	data,	or	produce	a	convincing

explanation	 of	 why	 it	 shouldn’t.	 Amazingly,	 the	 EMA,	 the	 drugs	 regulator
covering	the	whole	of	Europe,	still	refused	to	hand	over	the	documents.	During
this	delay,	people	certainly	suffered	unnecessarily,	and	some	possibly	also	died,
simply	for	want	of	information.	But	the	behaviour	of	the	EMA	then	deteriorated
even	further,	into	the	outright	surreal.	Any	scrap	of	the	company’s	thinking	about
how	 to	 run	 the	 trial,	 it	 argued,	which	could	be	 intuited	 from	reading	 the	 study
reports	 and	 protocols,	was	 commercially	 sensitive	with	 respect	 to	 its	 thoughts
and	plans.	This	was	true,	the	EMA	said,	even	though	the	drugs	were	already	on
the	market,	and	the	information	was	from	final	clinical	trials,	at	the	very	end	of
the	commercial	drug-development	process.	The	 researchers	 responded	 that	 this
was	perverse:	 they	knew	 that	withheld	data	 is	usually	negative,	 so	 if	anything,
any	other	company	seeing	negative	data	about	these	drugs	would	be	less	 likely
to	try	to	get	a	competitor	to	market,	if	it	appeared	that	the	benefits	of	the	drugs
were	more	modest	than	had	been	thought.
That	wasn’t	the	end	of	it.	The	EMA	also	grandly	dismissed	the	idea	that	lives

were	 at	 risk,	 stating	 that	 the	 burden	 of	 proof	 was	 on	 the	 researchers	 to
demonstrate	this.	To	me	this	is	–	if	you	can	forgive	me	–	a	slightly	contemptuous
attitude,	 especially	 given	what	 happens	 in	 the	 next	 paragraph.	 It’s	 plainly	 true
that	 if	 doctors	 and	patients	 are	 unable	 to	 see	which	 is	 the	best	 treatment,	 then
they	 will	 make	 worse	 decisions,	 exposing	 patients	 to	 unnecessary	 harm.
Furthermore,	it	is	obvious	that	larger	numbers	of	academics	making	transparent
judgements	about	publicly	accessible	trial	data	are	a	much	more	sensible	way	of
determining	the	risks	and	benefits	of	an	intervention	than	a	brief	blanket	‘yes	or
no’	edict	and	summary	from	a	regulator.	This	is	all	true	of	drugs	like	orlistat	and
rimonabant,	 but	 it’s	 also	 true	 of	 any	 drug,	 and	we	will	 see	many	 cases	where
academics	spotted	problems	with	drugs	that	regulators	had	missed.
Then,	in	2009,	one	of	the	two	drugs,	rimonabant,	was	taken	off	the	market,	on

the	grounds	that	it	increases	the	risk	of	serious	psychiatric	problems	and	suicide.
This,	at	the	same	time	that	the	EMA	was	arguing	that	researchers	were	wrong	to
claim	that	withholding	information	was	harming	patients.
And	 then	 the	 EMA	 suddenly	 claimed	 that	 the	 design	 of	 a	 randomised	 trial



itself	is	commercially	confidential	information.
In	case	it	needs	reiterating,	let	me	remind	you	that	the	first	trial	appears	in	the

Bible,	Daniel	1:12,	and	although	the	core	ideas	have	certainly	been	refined	over
time,	 all	 trials	 are	 essentially	 identical	 experiments,	 generic	 across	 any	 field,
with	the	basics	of	a	modern	trial	sketched	out	at	least	half	a	century	ago.	There	is
absolutely	 no	 earthly	 sense	 in	 which	 anyone	 could	 realistically	 claim	 that	 the
design	 of	 a	 randomised	 controlled	 trial	 is	 a	 commercially	 confidential	 or
patentable	piece	of	intellectual	property.
This	was	now	a	 farce.	The	 researchers	opened	all	 barrels.	The	EMA	was	 in

breach	of	 the	Declaration	of	Helsinki,	 the	 international	code	of	medical	ethics,
which	states	that	everyone	involved	in	research	has	a	duty	to	make	trial	findings
public.	The	researchers	knew	that	published	papers	give	a	flattering	subset	of	the
trial	 data,	 and	 so	 did	 the	 EMA.	 Patients	 would	 die	 if	 the	 EMA	 continued	 to
withhold	 data.	 There	 was	 nothing	 of	 serious	 commercial	 value	 in	 there.	 The
EMA’s	 brief	 public	 summaries	 of	 the	 data	 were	 inaccurate.	 The	 EMA	 was
complicit	in	the	exploitation	of	patients	for	commercial	gain.
It	was	now	August	2009,	and	the	researchers	had	been	fighting	for	more	than

two	 years	 for	 access	 to	 data	 on	 two	 widely	 prescribed	 drugs,	 from	 the	 very
organisation	 that	 is	 supposed	 to	 be	 protecting	 patients	 and	 the	 public.	 They
weren’t	alone.	The	French	‘prescribers’	bulletin’	Prescrire	was	trying	at	the	same
time	 to	 get	 the	 EMA’s	 documents	 on	 rimonabant.	 It	 was	 sent	 some	 unhelpful
documents,	including	the	rather	remarkable	‘Final	Assessment	Report’,	from	the
Swedish	agency	that	had	handled	the	drug’s	approval	much	earlier.	You	can	read
this	PDF	in	full	online.	Or	rather,	you	can’t.	You	can	see	below	exactly	what	the
scientific	analysis	of	the	drug	looked	like	–	the	document	the	EMA	sent	to	one	of
France’s	most	respected	journals	for	doctors.69	I	think	it	tells	a	rather	clear	story,
and	to	add	to	the	insult,	there	are	sixty	pages	of	this	in	total.
In	 the	 meantime,	 the	 Danish	 Medical	 Authority	 had	 handed	 over	 fifty-six

study	 reports	 to	 Cochrane	 (though	 it	 still	 needed	 more	 from	 the	 EMA);	 a
complaint	 from	 the	 drug	 company	 about	 this	 had	 been	 rejected	 by	 the	Danish
government,	 which	 had	 seen	 no	 problem	 with	 commercial	 information	 (there
was	 none),	 nor	 administrative	 hassle	 (it	 was	 minimal),	 nor	 the	 idea	 that	 the
design	 of	 a	 randomised	 trial	 is	 commercial	 information	 (which	 is	 laughable).
This	 was	 chaos.	 The	 EMA	 –	 which	 you	 may	 remember	 was	 responsible	 for
EudraCT,	the	transparency	tool	that	is	held	in	secret	–	was	going	out	on	a	very
peculiar	 limb.	 It	 seemed	 that	 it	 would	 do	 anything	 it	 could	 to	 withhold	 this
information	 from	 doctors	 and	 patients.	 As	 we	 shall	 see,	 sadly,	 this	 level	 of



secrecy	is	its	stock	in	trade.





But	now	we	come	to	the	end	of	this	particular	road	for	the	EMA.	It	handed	the
full,	 final	 study	 reports	 over	 to	 the	Ombudsman,	 reminding	 him	 that	 even	 the
table	of	contents	for	each	was	commercial.	Once	he	had	had	these	documents	in
his	 hand,	 his	 final	 opinion	 came	 swiftly.	 There	was	 no	 commercial	 data	 here.
There	was	no	confidential	patient	 information	here.	Hand	it	over	 to	 the	public,
now.	The	EMA,	at	glacial	pace,	agreed	to	set	a	deadline	for	delivering	the	data	to
the	 researchers,	 doctors	 and	 patients	 who	 needed	 it.	 The	 Ombudsman’s	 final
ruling	was	published	at	the	end	of	November	2010.70	The	initial	complaint	was
made	in	June	2007.	That	is	a	full	three	and	a	half	years	of	fighting,	obstruction
and	spurious	arguments	from	the	EMA,	during	which	one	of	the	drugs	had	to	be
removed	from	the	market	because	it	was	harming	patients.
After	this	precedent	had	been	set,	the	Cochrane	researchers	realised	they	were

in	a	good	position	 to	apply	for	more	study	reports,	so	 they	set	about	doing	so.
The	first	area	in	which	they	tried	to	get	more	documents	was	antidepressants.	It’s
a	good	place	to	start,	since	these	drugs	have	been	the	focus	of	some	particularly
bad	behaviour	over	the	years	(though	we	should	remember	that	missing	trial	data
pervades	every	corner	of	medicine).	What	happened	next	was	even	more	bizarre
than	 the	 EMA’s	 three-year	 battle	 to	 withhold	 information	 on	 orlistat	 and
rimonabant.
The	researchers	put	in	their	request	to	the	EMA,	but	were	told	that	the	drugs

had	been	approved	back	in	the	era	when	marketing	authorisations	were	given	out
by	 individual	 countries,	 rather	 than	 by	 the	 EMA	 centrally.	 These	 local
authorisations	were	then	‘copied’	to	all	other	nations.	The	MHRA,	the	UK	drugs
regulator,	 held	 the	 information	 the	 researchers	wanted,	 so	 they	would	 have	 to
approach	it	for	a	copy.	The	researchers	dutifully	wrote	to	the	MHRA,	asked	for
the	 reports	 on	 a	 drug	 called	 fluxetine,	 and	 then	 waited	 patiently.	 Finally	 the
answer	 came:	 the	MHRA	 explained	 that	 it	 would	 be	 happy	 to	 hand	 over	 this
information,	but	there	was	a	problem.
The	documents	had	all	been	shredded.71
This	was	 in	keeping,	 it	 explained,	with	 the	 agency’s	 retention	policy,	which

was	 that	 such	 documents	 were	 only	 kept	 if	 they	 were	 of	 particular	 scientific,
historical	or	political	 interest,	and	 the	files	didn’t	meet	 those	criteria.	Let’s	 just
take	 a	 moment	 to	 think	 through	 what	 the	 criteria	 must	 be.	 The	 SSRI
antidepressant	drugs	have	seen	many	scandals	on	hidden	data,	and	that	should	be
enough	on	its	own,	but	if	you	think	back	to	the	beginning	of	this	chapter,	one	of
them	 –	 paroxetine	 –	 was	 involved	 in	 an	 unprecedented,	 four-year-long



investigation	into	whether	criminal	charges	could	be	brought	against	GSK.	That
investigation	 into	 paroxetine	was	 the	 largest	 investigation	 that	 the	MHRA	has
ever	 conducted	 into	 drug	 safety:	 in	 fact,	 it	 was	 the	 largest	 investigation	 the
MHRA	 has	 ever	 conducted,	 of	 any	 kind,	 ever.	 Quite	 apart	 from	 that,	 these
original	study	reports	contain	vitally	important	data	on	safety	and	efficacy.	But
the	MHRA	shredded	them	all	 the	same,	feeling	that	 they	were	not	of	sufficient
scientific,	historical	or	political	interest.
I	can	only	leave	you	there.

Where	are	we	so	far?

The	missing	 data	 saga	 is	 long	 and	 complex,	 and	 involves	 patients	 around	 the
world	being	put	at	 risk,	and	some	major	players	which	have	 let	us	down	to	an
extraordinary	extent.	Since	we	are	almost	at	the	end	of	it,	this	is	a	good	moment
to	gather	together	what	we’ve	seen	so	far.
Trials	 are	 frequently	 conducted,	 but	 then	 left	 unpublished,	 and	 so	 are

unavailable	 to	 doctors	 and	 patients.	 Only	 half	 of	 all	 trials	 get	 published,	 and
those	 with	 negative	 results	 are	 twice	 as	 likely	 to	 go	 missing	 as	 those	 with
positive	 ones.	 This	 means	 that	 the	 evidence	 on	 which	 we	 base	 decisions	 in
medicine	is	systematically	biased	to	overstate	the	benefits	of	the	treatments	we
give.	Since	there	is	no	way	to	compensate	for	this	missing	data,	we	have	no	way
of	knowing	the	true	benefits	and	risks	of	the	drugs	doctors	prescribe.
This	is	research	misconduct	on	a	grand,	international	scale.	The	reality	of	the

problem	is	universally	recognised,	but	nobody	has	bothered	to	fix	it:

Ethics	committees	allow	companies	and	individual	researchers	with	a	track
record	of	unpublished	data	to	do	more	trials	on	human	participants.
University	 administrators	 and	 ethics	 committees	 permit	 contracts	 with
industry	that	explicitly	say	the	sponsor	can	control	the	data.
Registers	have	never	been	enforced.
Academic	journals	continue	to	publish	trials	that	were	unregistered,	despite
pretending	that	they	won’t.
Regulators	have	information	that	would	be	vital	to	improve	patient	care,	but
are	systematically	obstructive:
they	 have	 poor	 systems	 to	 share	 poor	 summaries	 of	 the	 information	 that



they	do	have;
and	they	are	bizarrely	obstructive	of	people	asking	for	more	information.
Drug	companies	hold	trial	results	that	even	regulators	don’t	see.
Governments	 have	 never	 implemented	 laws	 compelling	 companies	 to
publish	data.
Doctors’	and	academics’	professional	bodies	have	done	nothing.

What	to	do	about	all	this?

You	will	need	to	wait,	because	in	the	next	section	there	are	even	greater	horrors
to	come.

Trying	to	get	trial	data	from	drug	companies:	the	story	of
Tamiflu

Governments	 around	 the	world	 have	 spent	 billions	 of	 pounds	 on	 stockpiling	 a
drug	 called	 Tamiflu.	 In	 the	 UK	 alone	 we	 have	 spent	 several	 hundred	 million
pounds	 –	 the	 total	 figure	 is	 not	 yet	 clear	 –	 and	 so	 far	 we’ve	 bought	 enough
tablets	to	treat	80	per	cent	of	the	population	if	an	outbreak	of	bird	flu	occurs.	I’m
very	sorry	if	you	have	the	flu,	because	it’s	horrid	being	ill;	but	we	have	not	spent
all	 this	 money	 to	 reduce	 the	 duration	 of	 your	 symptoms	 in	 the	 event	 of	 a
pandemic	by	a	few	hours	(though	Tamiflu	does	do	this,	fairly	satisfactorily).	We
have	 spent	 this	 money	 to	 reduce	 the	 rate	 of	 ‘complications’:	 a	 medical
euphemism,	meaning	pneumonia	and	death.
Lots	 of	 people	 seem	 to	 think	 Tamiflu	 will	 do	 this.	 The	 US	 Department	 of

Health	 and	 Human	 Services	 said	 it	 would	 save	 lives	 and	 reduce	 hospital
admissions.	 The	 European	 Medicines	 Agency	 said	 it	 would	 reduce
complications.	The	Australian	drugs	regulator	said	so	too.	Roche’s	website	said
it	reduces	complications	by	67	per	cent.73	But	what	is	the	evidence	that	Tamiflu
really	will	reduce	complications?	Answering	questions	like	this	is	the	bread	and
butter	of	the	Cochrane	Collaboration,	which	you	will	remember	is	the	vast	and
independent	 nonprofit	 international	 collaboration	 of	 academics	 producing
hundreds	of	systematic	reviews	on	important	questions	in	medicine	every	year.
In	2009	 there	was	 concern	 about	 a	 flu	pandemic,	 and	 an	 enormous	 amount	 of



money	 was	 being	 spent	 on	 Tamiflu.	 Because	 of	 this,	 the	 UK	 and	 Australian
governments	 specifically	 asked	 the	 Cochrane	 Respiratory	 Diseases	 Group	 to
update	its	earlier	reviews	on	the	drug.
Cochrane	 reviews	 are	 in	 a	 constant	 review	cycle,	 because	 evidence	 changes

over	time	as	new	trials	are	published.	This	should	have	been	a	pretty	everyday
piece	 of	 work:	 the	 previous	 review,	 in	 2008,	 had	 found	 some	 evidence	 that
Tamiflu	 does	 indeed	 reduce	 the	 rate	 of	 complications.	 But	 then	 a	 Japanese
paediatrician	called	Keiji	Hayashi	left	a	comment	that	would	trigger	a	revolution
in	our	understanding	of	how	evidence-based	medicine	should	work.	This	wasn’t
in	 a	 publication,	 or	 even	 a	 letter:	 it	 was	 a	 simple	 online	 comment,	 posted
underneath	the	Tamiflu	review	on	the	Cochrane	website.
You’ve	summarised	the	data	from	all	the	trials,	he	explained,	but	your	positive

conclusion	 is	 really	 driven	 by	 data	 from	 just	 one	 of	 the	 papers	 you	 cite,	 an
industry-funded	meta-analysis	 led	by	an	author	called	Kaiser.	This,	 ‘the	Kaiser
paper’,	 summarises	 the	 findings	 of	 ten	 earlier	 trials,	 but	 from	 these	 ten	 trials,
only	two	have	ever	been	published	in	the	scientific	literature.	For	the	remaining
eight,	 your	only	 information	 comes	 from	 the	brief	 summary	 in	 this	 secondary,
industry	source.	That’s	not	reliable	enough.
In	case	it’s	not	immediately	obvious,	this	is	science	at	its	best.	The	Cochrane

review	 is	 readily	 accessible	 online;	 it	 explains	 transparently	 the	 methods	 by
which	 it	 looked	for	 trials,	and	 then	analysed	 them,	so	any	 informed	reader	can
pull	 the	 review	 apart,	 and	 understand	 where	 the	 conclusions	 came	 from.
Cochrane	 provides	 an	 easy	way	 for	 readers	 to	 raise	 criticisms.	And,	 crucially,
these	 criticisms	 did	 not	 fall	 on	 deaf	 ears.	 Tom	 Jefferson	 is	 the	 head	 of	 the
Cochrane	 Respiratory	 Group,	 and	 the	 lead	 author	 on	 the	 2008	 review.	 He
realised	 immediately	 that	he	had	made	a	mistake	 in	blindly	 trusting	 the	Kaiser
data.	 He	 said	 so,	 without	 any	 defensiveness,	 and	 then	 set	 about	 getting	 the
information	in	a	straight,	workpersonlike	fashion.	This	began	a	three-year	battle,
which	is	still	not	resolved,	but	which	has	thrown	stark	light	on	the	need	for	all
researchers	to	have	access	to	clinical	study	reports	on	trials	wherever	possible.
First,	 the	 Cochrane	 researchers	 wrote	 to	 the	 authors	 of	 the	 Kaiser	 paper,

asking	for	more	information.	In	reply,	they	were	told	that	this	team	no	longer	had
the	 files,	 and	 that	 they	 should	 contact	Roche,	 the	manufacturer	of	Tamiflu.	So
naturally	they	wrote	to	Roche	and	asked	for	the	data.
This	is	where	the	problems	began.	Roche	said	it	would	hand	over	some	data,

but	the	Cochrane	reviewers	would	need	to	sign	a	confidentiality	agreement.	This
was	 an	 impossibility	 for	 any	 serious	 scientist:	 it	 would	 prevent	 them	 from



conducting	 a	 systematic	 review	 with	 any	 reasonable	 degree	 of	 openness	 and
transparency.	More	 than	 this,	 the	 proposed	 contract	 also	 raised	 serious	 ethical
issues,	 in	 that	 it	 would	 have	 required	 the	Cochrane	 team	 to	 actively	withhold
information	 from	 the	 reader:	 it	 included	a	 clause	 saying	 that	on	 signing	 it,	 the
reviewers	 would	 never	 be	 allowed	 to	 discuss	 the	 terms	 of	 this	 secrecy
agreement;	 and	 more	 than	 that,	 they	 would	 be	 forbidden	 from	 ever	 publicly
acknowledging	that	it	even	existed.	Roche	was	demanding	a	secret	contract,	with
secret	 terms,	requiring	secrecy	about	trial	data,	 in	a	discussion	about	the	safety
and	efficacy	of	a	drug	 that	has	been	 taken	by	hundreds	of	 thousands	of	people
around	the	world.	Jefferson	asked	for	clarification,	and	never	received	a	reply.
Then,	 in	October	2009,	 the	company	changed	 tack:	 they	would	 like	 to	hand

the	 data	 over,	 they	 explained,	 but	 another	meta-analysis	 was	 being	 conducted
elsewhere.	Roche	had	given	them	the	study	reports,	so	Cochrane	couldn’t	have
them.	 This	 was	 a	 simple	 non-sequitur:	 there	 is	 no	 reason	 why	 many	 groups
shouldn’t	all	work	on	the	same	question.	In	fact,	quite	the	opposite:	replication	is
the	cornerstone	of	good	science.	Roche’s	excuse	made	no	sense.	Jefferson	asked
for	clarification,	but	never	received	a	reply.
Then,	one	week	later,	unannounced,	Roche	sent	seven	short	documents,	each

around	 a	 dozen	 pages	 long.	 These	 contained	 excerpts	 of	 internal	 company
documents	on	each	of	the	clinical	trials	in	the	Kaiser	meta-analysis.	This	was	a
start,	 but	 it	 didn’t	 contain	 anything	 like	 enough	 information	 for	 Cochrane	 to
assess	the	benefits,	or	 the	rate	of	adverse	events,	or	fully	to	understand	exactly
what	methods	were	used	in	the	trials.
At	 the	 same	 time,	 it	 was	 rapidly	 becoming	 clear	 that	 there	 were	 odd

inconsistencies	 in	 the	 information	 on	 this	 drug.	 Firstly,	 there	was	 considerable
disagreement	 at	 the	 level	 of	 the	 broad	 conclusions	 drawn	 by	 people	 who
apparently	had	access	to	different	data.	The	FDA	said	there	were	no	benefits	on
complications,	while	the	Centers	for	Disease	Control	and	Prevention	(in	charge
of	public	health	in	the	USA	–	they	wear	nice	naval	uniforms	in	honour	of	their
history	 on	 the	 docks)	 said	 it	 did	 reduce	 complications.	The	 Japanese	 regulator
made	 no	 claim	 for	 complications,	 but	 the	 EMA	 said	 there	was	 a	 benefit.	 In	 a
sensible	world,	 all	 these	 organisations	would	 sing	 from	 the	 same	 hymn	 sheet,
because	all	would	have	access	to	the	same	information.
Reflecting	this	pattern,	Roche’s	own	websites	said	completely	different	things

in	 different	 jurisdictions,	 depending	 on	 what	 the	 local	 regulator	 had	 said.	 It’s
naïve,	 perhaps,	 to	 expect	 consistency	 from	a	drug	 company,	but	 from	 this	 and
other	stories	it’s	clear	that	 industry	utterances	are	driven	by	the	maximum	they



can	 get	 away	 with	 in	 each	 territory,	 rather	 than	 any	 consistent	 review	 of	 the
evidence.
Now	that	their	interest	had	been	piqued,	the	Cochrane	researchers	also	began

to	 notice	 that	 there	 were	 odd	 discrepancies	 between	 the	 frequency	 of	 adverse
events	 in	 different	 databases.	 Roche’s	 global	 safety	 database	 held	 2,466
neuropsychiatric	adverse	events,	of	which	562	were	classified	as	‘serious’.	But
the	FDA	database	 for	 the	 same	period	held	only	1,805	adverse	events	 in	 total.
The	 rules	 vary	 on	 what	 needs	 to	 be	 notified	 to	 whom,	 and	 where,	 but	 even
allowing	for	that,	this	was	odd.
In	any	case,	since	Roche	was	denying	them	access	to	the	information	needed

to	conduct	a	proper	review,	the	Cochrane	team	concluded	that	they	would	have
to	 exclude	 all	 the	 unpublished	 Kaiser	 data	 from	 their	 analysis,	 because	 the
details	could	not	be	verified	 in	 the	normal	way.	People	cannot	make	 treatment
and	 purchasing	 decisions	 on	 the	 basis	 of	 trials	 if	 the	 full	methods	 and	 results
aren’t	clear:	the	devil	is	often	in	the	detail,	as	we	shall	see	in	Chapter	4,	on	‘bad
trials’,	so	we	cannot	blindly	trust	that	every	study	is	a	fair	test	of	the	treatment.
This	is	particularly	important	with	Tamiflu,	because	there	are	good	reasons	to

think	 that	 these	 trials	 were	 not	 ideal,	 and	 that	 published	 accounts	 were
incomplete,	 to	 say	 the	 least.	 On	 closer	 examination,	 for	 example,	 the	 patients
participating	were	clearly	unusual,	to	the	extent	that	the	results	may	not	be	very
relevant	 to	normal	everyday	 flu	patients.	 In	 the	published	accounts,	patients	 in
the	 trials	 are	 described	 as	 typical	 flu	 patients,	 suffering	 from	 normal	 flu
symptoms	like	cough,	fatigue,	and	so	on.	We	don’t	do	blood	tests	on	people	with
flu	in	routine	practice,	but	when	these	tests	are	done	–	for	surveillance	purposes
–	then	even	during	peak	flu	season	only	about	one	in	three	people	with	‘flu’	will
actually	be	 infected	with	 the	 influenza	virus,	and	most	of	 the	year	only	one	 in
eight	will	 really	 have	 it.	 (The	 rest	 are	 sick	 from	 something	 else,	maybe	 just	 a
common	cold	virus.)
Two	 thirds	 of	 the	 trial	 participants	 summarised	 in	 the	 Kaiser	 paper	 tested

positive	 for	 flu.	This	 is	bizarrely	high,	and	means	 that	 the	benefits	of	 the	drug
will	be	overstated,	because	 it	 is	being	 tested	on	perfect	patients,	 the	very	ones
most	 likely	 to	 get	 better	 from	 a	 drug	 that	 selectively	 attacks	 the	 flu	 virus.	 In
normal	practice,	which	is	where	the	results	of	these	trials	will	be	applied,	doctors
will	be	giving	the	drug	to	real	patients	who	are	diagnosed	with	‘flu-like	illness’,
which	is	all	you	can	realistically	do	in	a	clinic.	Among	these	real	patients,	many
will	not	actually	have	the	influenza	virus.	This	means	that	in	the	real	world,	the
benefits	of	Tamiflu	on	flu	will	be	diluted,	and	many	more	people	will	be	exposed



to	 the	 drug	 who	 don’t	 actually	 have	 flu	 virus	 in	 their	 systems.	 This,	 in	 turn,
means	that	the	side	effects	are	likely	to	creep	up	in	significance,	in	comparison
with	any	benefits.	That	is	why	we	strive	to	ensure	that	all	trials	are	conducted	in
normal,	everyday,	realistic	patients:	if	they	are	not,	their	findings	are	not	relevant
to	the	real	world.
So	the	Cochrane	review	was	published	without	 the	Kaiser	data	 in	December

2009,	 alongside	 some	 explanatory	 material	 about	 why	 the	 Kaiser	 results	 had
been	 excluded,	 and	 a	 small	 flurry	 of	 activity	 followed.	 Roche	 put	 the	 short
excerpts	 it	 had	 sent	 over	 online,	 and	 committed	 to	 make	 full	 study	 reports
available	(it	still	hasn’t	done	so).
What	Roche	posted	was	incomplete,	but	it	began	a	journey	for	the	Cochrane

academics	 of	 learning	 a	 great	 deal	 more	 about	 the	 real	 information	 that	 is
collected	on	a	 trial,	 and	how	 that	can	differ	 from	what	 is	given	 to	doctors	and
patients	 in	 the	 form	of	 brief,	 published	 academic	 papers.	At	 the	 core	 of	 every
trial	 is	 the	raw	data:	every	single	record	of	blood	pressure	of	every	patient,	 the
doctors’	notes	describing	any	unusual	symptoms,	investigators’	notes,	and	so	on.
A	published	academic	paper	is	a	short	description	of	the	study,	usually	following
a	 set	 format:	 an	 introductory	 background;	 a	 description	 of	 the	 methods;	 a
summary	 of	 the	 important	 results;	 and	 then	 finally	 a	 discussion,	 covering	 the
strengths	 and	weaknesses	of	 the	design,	 and	 the	 implications	of	 the	 results	 for
clinical	practice.
A	 clinical	 study	 report,	 or	 CSR,	 is	 the	 intermediate	 document	 that	 stands

between	 these	 two,	 and	 can	 be	 very	 long,	 sometimes	 thousands	 of	 pages.74
Anybody	 working	 in	 the	 pharmaceutical	 industry	 is	 very	 familiar	 with	 these
documents,	but	doctors	and	academics	have	rarely	heard	of	them.	They	contain
much	 more	 detail	 on	 things	 like	 the	 precise	 plan	 for	 analysing	 the	 data
statistically,	detailed	descriptions	of	adverse	events,	and	so	on.
These	 documents	 are	 split	 into	 different	 sections,	 or	 ‘modules’.	 Roche	 has

shared	 only	 ‘module	 1’,	 for	 only	 seven	 of	 the	 ten	 study	 reports	Cochrane	 has
requested.	 These	modules	 are	missing	 vitally	 important	 information,	 including
the	 analysis	 plan,	 the	 randomisation	details,	 the	 study	protocol	 (and	 the	 list	 of
deviations	 from	 that),	 and	 so	 on.	 But	 even	 these	 incomplete	 modules	 were
enough	to	raise	concerns	about	the	universal	practice	of	trusting	academic	papers
to	give	a	complete	story	about	what	happened	to	the	patients	in	a	trial.
For	example,	looking	at	the	two	papers	out	of	ten	in	the	Kaiser	review	which

were	published,	one	says:	 ‘There	were	no	drug-related	serious	adverse	events,’
and	the	other	doesn’t	mention	adverse	events.	But	in	the	‘module	1’	documents



on	these	same	two	studies,	there	are	ten	serious	adverse	events	listed,	of	which
three	are	classified	as	being	possibly	related	to	Tamiflu.75
Another	published	paper	describes	itself	as	a	trial	comparing	Tamiflu	against

placebo.	 A	 placebo	 is	 an	 inert	 tablet,	 containing	 no	 active	 ingredient,	 that	 is
visually	 indistinguishable	 from	 the	 pill	 containing	 the	 real	 medicine.	 But	 the
CSR	for	this	trial	shows	that	the	real	medicine	was	in	a	grey	and	yellow	capsule,
whereas	the	placebos	were	grey	and	ivory.	The	‘placebo’	tablets	also	contained
something	 called	 dehydrocholic	 acid,	 a	 chemical	 which	 encourages	 the	 gall
bladder	 to	 empty.76	 Nobody	 has	 any	 clear	 idea	 of	 why,	 and	 it’s	 not	 even
mentioned	in	the	academic	paper;	but	it	seems	that	this	was	not	actually	an	inert,
dummy	pill	placebo.
Simply	 making	 a	 list	 of	 all	 the	 trials	 conducted	 on	 a	 subject	 is	 vitally

important	if	we	want	to	avoid	seeing	only	a	biased	summary	of	the	research	done
on	a	subject;	but	in	the	case	of	Tamiflu	even	this	proved	to	be	almost	impossible.
For	 example,	Roche	Shanghai	 informed	 the	Cochrane	 group	 of	 one	 large	 trial
(ML16369),	but	Roche	Basel	seemed	not	to	know	of	its	existence.	But	by	setting
out	 all	 the	 trials	 side	 by	 side,	 the	 researchers	 were	 able	 to	 identify	 peculiar
discrepancies:	for	example,	the	largest	‘phase	3’	trial	–	one	of	the	large	trials	that
are	 done	 to	 get	 a	 drug	 onto	 the	 market	 –	 was	 never	 published,	 and	 is	 rarely
mentioned	in	regulatory	documents.*
There	 were	 other	 odd	 discrepancies.	 Why,	 for	 example,	 was	 one	 trial	 on

Tamiflu	published	 in	2010,	 ten	years	 after	 it	was	 completed?78	Why	did	 some
trials	 report	completely	different	authors,	depending	on	where	 they	were	being
discussed?79	And	so	on.
The	 chase	 continued.	 In	 December	 2009	 Roche	 had	 promised:	 ‘full	 study

reports	 will	 also	 be	 made	 available	 on	 a	 password-protected	 site	 within	 the
coming	days	to	physicians	and	scientists	undertaking	legitimate	analyses’.	This
never	happened.	Then	an	odd	game	began.	In	June	2010	Roche	said:	Oh,	we’re
sorry,	we	 thought	 you	 had	what	 you	wanted.	 In	 July	 it	 announced	 that	 it	was
worried	 about	 patient	 confidentiality	 (you	may	 remember	 this	 from	 the	 EMA
saga).	 This	 was	 an	 odd	 move:	 for	 most	 of	 the	 important	 parts	 of	 these
documents,	 privacy	 is	 no	 issue	 at	 all.	 The	 full	 trial	 protocol,	 and	 the	 analysis
plan,	 are	 both	 completed	 before	 any	 single	 patient	 is	 ever	 touched.	Roche	 has
never	explained	why	patient	privacy	prevents	it	from	releasing	the	study	reports.
It	simply	continued	to	withhold	them.
Then	 in	 August	 2010	 it	 began	 to	 make	 some	 even	 more	 bizarre	 demands,

betraying	 a	 disturbing	 belief	 that	 companies	 are	 perfectly	 entitled	 to	 control



access	to	information	that	is	needed	by	doctors	and	patients	around	the	world	to
make	 safe	 decisions.	 Firstly,	 it	 insisted	 on	 seeing	 the	Cochrane	 reviewers’	 full
analysis	plan.	Fine,	they	said,	and	posted	the	whole	protocol	online.	Doing	so	is
completely	 standard	 practice	 at	 Cochrane,	 as	 it	 should	 be	 for	 any	 transparent
organisation,	and	allows	people	to	suggest	important	changes	before	you	begin.
There	 were	 few	 surprises,	 since	 all	 Cochrane	 reports	 follow	 a	 pretty	 strict
manual	 anyway.	 Roche	 continued	 to	 withhold	 its	 study	 reports	 (including,
ironically,	 its	 own	 protocols,	 the	 very	 thing	 it	 demanded	 Cochrane	 should
publish,	and	that	Cochrane	had	published,	happily).
By	 now	 Roche	 had	 been	 refusing	 to	 publish	 the	 study	 reports	 for	 a	 year.

Suddenly,	 the	 company	 began	 to	 raise	 odd	 personal	 concerns.	 It	 claimed	 that
some	 Cochrane	 researchers	 had	 made	 untrue	 statements	 about	 the	 drug,	 and
about	the	company,	but	refused	to	say	who,	or	what,	or	where.	‘Certain	members
of	Cochrane	Group	involved	with	the	review	of	the	neuraminidase	inhibitors,’	it
announced,	 ‘are	unlikely	 to	approach	 the	 review	with	 the	 independence	 that	 is
both	 necessary	 and	 justified.’	 This	 is	 an	 astonishing	 state	 of	 affairs,	 where	 a
company	 feels	 it	 should	be	allowed	 to	prevent	 individual	 researchers	access	 to
data	that	should	be	available	to	all;	but	still	Roche	refused	to	hand	over	the	study
reports.
Then	it	complained	that	the	Cochrane	reviewers	had	begun	to	copy	journalists

in	 on	 their	 emails	 when	 responding	 to	 Roche	 staff.	 I	 was	 one	 of	 the	 people
copied	 in	 on	 these	 interactions,	 and	 I	 believe	 that	 this	was	 exactly	 the	 correct
thing	to	do.	Roche’s	excuses	had	become	perverse,	and	the	company	had	failed
to	keep	its	promise	to	share	all	study	reports.	It’s	clear	that	the	modest	pressure
exerted	 by	 researchers	 in	 academic	 journals	 alone	was	 having	 little	 impact	 on
Roche’s	 refusal	 to	 release	 the	 data,	 and	 this	 is	 an	 important	 matter	 of	 public
health,	both	for	the	individual	case	of	this	Tamiflu	data,	and	for	the	broader	issue
of	companies	and	regulators	harming	patients	by	withholding	information.
Then	 things	became	even	more	perverse.	 In	January	2011	Roche	announced

that	the	Cochrane	researchers	had	already	been	given	all	the	data	they	need.	This
was	 simply	 untrue.	 In	 February	 it	 insisted	 that	 all	 the	 studies	 requested	 were
published	(meaning	academic	papers,	now	shown	to	be	misleading	on	Tamiflu).
Then	it	declared	that	it	would	hand	over	nothing	more,	saying:	‘You	have	all	the
detail	 you	 need	 to	 undertake	 a	 review.’	 But	 this	 still	 wasn’t	 true:	 it	 was	 still
withholding	 the	material	 it	 had	 publicly	 promised	 to	 hand	 over	 ‘within	 a	 few
days’	in	December	2009,	a	year	and	a	half	earlier.
At	 the	 same	 time,	 the	 company	was	 raising	 the	 broken	 arguments	we	 have



already	seen:	it’s	the	job	of	regulators	to	make	these	decisions	about	benefit	and
risk,	it	said,	not	academics.	Now,	this	claim	fails	on	two	important	fronts.	Firstly,
as	with	many	other	drugs,	we	now	know	that	not	even	the	regulators	had	seen	all
the	data.	In	January	2012	Roche	claimed	that	it	‘has	made	full	clinical	study	data
available	 to	 health	 authorities	 around	 the	world	 for	 their	 review	 as	 part	 of	 the
licensing	 process’.	 But	 the	 EMA	 never	 received	 this	 information	 for	 at	 least
fifteen	trials.	This	was	because	the	EMA	had	never	requested	it.
And	 that	 brings	 us	 on	 to	 our	 final	 important	 realisation:	 regulators	 are	 not

infallible.	They	make	outright	mistakes,	and	they	make	decisions	which	are	open
to	judgement,	and	should	be	subject	to	second-guessing	and	checking	by	many
eyes	around	 the	world.	 In	 the	next	chapter	we	will	 see	more	examples	of	how
regulators	can	fail,	behind	closed	doors,	but	here	we	will	look	at	one	story	that
illustrates	the	benefit	of	‘many	eyes’	perfectly.
Rosiglitazone	 is	 a	 new	 kind	 of	 diabetes	 drug,	 and	 lots	 of	 researchers	 and

patients	 had	 high	 hopes	 that	 it	 would	 be	 safe	 and	 effective.80	 Diabetes	 is
common,	and	more	people	develop	the	disease	every	year.	Sufferers	have	poor
control	of	 their	blood	sugar,	and	diabetes	drugs,	alongside	dietary	changes,	are
supposed	to	fix	this.	Although	it’s	nice	to	see	your	blood	sugar	being	controlled
nicely	 in	 the	 numbers	 from	 lab	 tests	 and	machines	 at	 home,	we	 don’t	 control
these	figures	for	their	own	sake:	we	try	to	control	blood	sugar	because	we	hope
that	 this	will	help	 reduce	 the	chances	of	 real-world	outcomes,	 like	heart	attack
and	death,	both	of	which	occur	at	a	higher	rate	in	people	with	diabetes.
Rosiglitazone	was	first	marketed	in	1999,	and	from	the	outset	it	was	a	magnet

for	disappointing	behaviour.	In	that	first	year,	Dr	John	Buse	from	the	University
of	 North	 Carolina	 discussed	 an	 increased	 risk	 of	 heart	 problems	 at	 a	 pair	 of
academic	meetings.	 The	 drug’s	manufacturer,	GSK,	made	 direct	 contact	 in	 an
attempt	 to	 silence	 him,	 then	 moved	 on	 to	 his	 head	 of	 department.	 Buse	 felt
pressured	to	sign	various	legal	documents.	To	cut	a	long	story	short,	after	wading
through	 documents	 for	 several	months,	 in	 2007	 the	US	 Senate	 Committee	 on
Finance	released	a	report	describing	the	treatment	of	Dr	Buse	as	‘intimidation’.
But	 we	 are	 more	 concerned	 with	 the	 safety	 and	 efficacy	 data.	 In	 2003	 the

Uppsala	 Drug	Monitoring	 Group	 of	 the	World	 Health	 Organization	 contacted
GSK	 about	 an	 unusually	 large	 number	 of	 spontaneous	 reports	 associating
rosiglitazone	with	heart	problems.	GSK	conducted	two	internal	meta-analyses	of
its	own	data	on	this,	in	2005	and	2006.	These	showed	that	the	risk	was	real,	but
although	 both	 GSK	 and	 the	 FDA	 had	 these	 results,	 neither	 made	 any	 public
statement	about	them,	and	they	were	not	published	until	2008.



During	 this	 delay,	 vast	 numbers	 of	 patients	 were	 exposed	 to	 the	 drug,	 but
doctors	 and	 patients	 only	 learned	 about	 this	 serious	 problem	 in	 2007,	 when
cardiologist	Professor	Steve	Nissen	and	colleagues	published	a	landmark	meta-
analysis.	 This	 showed	 a	 43	 per	 cent	 increase	 in	 the	 risk	 of	 heart	 problems	 in
patients	on	rosiglitazone.	Since	people	with	diabetes	are	already	at	increased	risk
of	heart	problems,	and	the	whole	point	of	treating	diabetes	is	to	reduce	this	risk,
that	finding	was	big	potatoes.	His	findings	were	confirmed	in	later	work,	and	in
2010	the	drug	was	either	taken	off	the	market	or	restricted,	all	around	the	world.
Now,	 my	 argument	 is	 not	 that	 this	 drug	 should	 have	 been	 banned	 sooner,

because	as	perverse	as	it	sounds,	doctors	do	often	need	inferior	drugs	for	use	as	a
last	resort.	For	example,	a	patient	may	develop	idiosyncratic	side	effects	on	the
most	 effective	 pills,	 and	 be	 unable	 to	 take	 them	 any	 longer.	 Once	 this	 has
happened,	it	may	be	worth	trying	a	less	effective	drug,	if	it	is	at	least	better	than
nothing.
The	 concern	 is	 that	 these	discussions	happened	with	 the	data	 locked	behind

closed	doors,	visible	only	to	regulators.	In	fact,	Nissen’s	analysis	could	only	be
done	at	all	because	of	a	very	unusual	court	judgement.	In	2004,	when	GSK	was
caught	 out	 withholding	 data	 showing	 evidence	 of	 serious	 side	 effects	 from
paroxetine	 in	 children,	 the	 UK	 conducted	 an	 unprecedented	 four-year-long
investigation,	as	we	saw	earlier.	But	in	the	US,	the	same	bad	behaviour	resulted
in	 a	 court	 case	 over	 allegations	 of	 fraud,	 the	 settlement	 of	which,	 alongside	 a
significant	payout,	required	GSK	to	commit	to	posting	clinical	trial	results	on	a
public	website.
Professor	Nissen	used	the	rosiglitazone	data,	when	it	became	available,	found

worrying	signs	of	harm,	and	published	this	 to	doctors,	which	is	something	that
the	 regulators	 had	 never	 done,	 despite	 having	 the	 information	 years	 earlier.
(Though	before	doctors	got	to	read	it,	Nissen	by	chance	caught	GSK	discussing
a	copy	of	his	unpublished	paper,	which	it	had	obtained	improperly.81)
If	 this	 information	 had	 all	 been	 freely	 available	 from	 the	 start,	 regulators

might	have	felt	a	little	more	anxious	about	their	decisions,	but	crucially,	doctors
and	patients	could	have	disagreed	with	them,	and	made	informed	choices.	This	is
why	we	need	wider	access	to	full	CSRs,	and	all	trial	reports,	for	all	medicines,
and	 this	 is	 why	 it	 is	 perverse	 that	 Roche	 should	 be	 able	 even	 to	 contemplate
deciding	which	 favoured	 researchers	 should	be	 allowed	 to	 read	 the	documents
on	Tamiflu.
Astonishingly,	a	piece	published	in	April	2012	by	regulators	from	the	UK	and

Europe	suggests	that	they	might	agree	to	more	data	sharing,	to	a	limited	extent,



within	limits,	for	some	studies,	with	caveats,	at	the	appropriate	juncture,	and	in
the	 fullness	 of	 time.82	 Before	 feeling	 any	 sense	 of	 enthusiasm,	 we	 should
remember	 that	 this	 is	 a	 cautious	 utterance,	wrung	 out	 after	 the	 dismal	 fights	 I
have	 already	 described;	 that	 it	 has	 not	 been	 implemented;	 that	 it	 must	 be	 set
against	a	background	of	broken	promises	from	all	players	across	the	whole	field
of	missing	 data;	 and	 that	 in	 any	 case,	 regulators	 do	 not	 have	 all	 the	 trial	 data
anyway.	But	it	is	an	interesting	start.
Their	 two	main	objections	–	 if	we	 accept	 their	 goodwill	 at	 face	value	–	 are

interesting,	because	they	lead	us	to	the	final	problem	in	the	way	we	tolerate	harm
to	 patients	 from	 missing	 trial	 data.	 Firstly,	 they	 raise	 the	 concern	 that	 some
academics	and	journalists	might	use	study	reports	to	conduct	histrionic	or	poorly
conducted	 reviews	 of	 the	 data:	 to	 this,	 again,	 I	 say,	 ‘Let	 them,’	 because	 these
foolish	analyses	should	be	conducted,	and	then	rubbished,	in	public.
When	 UK	 hospital	 mortality	 statistics	 first	 became	 easily	 accessible	 to	 the

public,	 doctors	 were	 terrified	 that	 they	 would	 be	 unfairly	 judged:	 the	 crude
figures	 can	 be	misinterpreted,	 after	 all,	 because	 one	 hospital	may	 have	worse
figures	simply	because	it	is	a	centre	of	excellence,	and	takes	in	more	challenging
patients	 than	 its	 neighbours;	 and	 there	 is	 random	 variation	 to	 be	 expected	 in
mortality	 rates	 anyway,	 so	 some	 hospitals	might	 look	 unusually	 good,	 or	 bad,
simply	 through	 the	 play	 of	 chance.	 Initially,	 to	 an	 extent,	 these	 fears	 were
realised:	 there	were	 a	 few	 shrill,	 unfair	 stories,	 and	 people	 overinterpreted	 the
results.	Now,	for	the	most	part,	 things	have	settled	down,	and	many	lay	people
are	 quite	 able	 to	 recognise	 that	 crude	 analyses	 of	 such	 figures	 are	misleading.
For	drug	data,	where	there	is	so	much	danger	from	withheld	information,	and	so
many	academics	desperate	 to	conduct	meaningful	analyses,	 and	so	many	other
academics	happy	to	criticise	them,	releasing	the	data	is	the	only	healthy	option.
But	secondly,	the	EMA	raises	the	spectre	of	patient	confidentiality,	and	hidden

in	this	concern	is	one	final	prize.
So	far	I	have	been	talking	about	access	to	trial	reports,	summaries	of	patients’

outcomes	in	trials.	There	is	no	good	reason	to	believe	that	this	poses	any	threat
to	patient	confidentiality,	and	where	there	are	specific	narratives	that	might	make
a	 patient	 identifiable	 –	 a	 lengthy	 medical	 description	 of	 one	 person’s
idiosyncratic	 adverse	 event	 in	 a	 trial,	 perhaps	 –	 these	 can	 easily	 be	 removed,
since	 they	 appear	 in	 a	 separate	 part	 of	 the	 document.	 These	 CSRs	 should
undoubtedly,	without	question,	be	publicly	available	documents,	and	this	should
be	enforced	retrospectively,	going	back	decades,	to	the	dawn	of	trials.
But	all	trials	are	ultimately	run	on	individual	patients,	and	the	results	of	those



individual	patients	are	all	stored	and	used	for	the	summary	analysis	at	the	end	of
the	 study.	 While	 I	 would	 never	 suggest	 that	 these	 should	 be	 posted	 up	 on	 a
public	website	–	it	would	be	easy	for	patients	to	be	identifiable,	from	many	small
features	of	their	histories	–	it	is	surprising	that	patient-level	data	is	almost	never
shared	with	academics.
Sharing	data	of	individual	patients’	outcomes	in	clinical	trials,	rather	than	just

the	 final	 summary	 result,	 has	 several	 significant	 advantages.	 Firstly,	 it’s	 a
safeguard	against	dubious	analytic	practices.	In	the	VIGOR	trial	on	the	painkiller
Vioxx,	 for	 example,	 a	 bizarre	 reporting	 decision	 was	made.83	 The	 aim	 of	 the
study	was	to	compare	Vioxx	against	an	older,	cheaper	painkiller,	to	see	if	it	was
any	 less	 likely	 to	 cause	 stomach	 problems	 (this	was	 the	 hope	 for	Vioxx),	 and
also	 if	 it	caused	more	heart	attacks	(this	was	 the	fear).	But	 the	date	cut-off	 for
measuring	 heart	 attacks	 was	 much	 earlier	 than	 that	 for	 measuring	 stomach
problems.	This	had	the	result	of	making	the	risks	look	less	significant,	relative	to
the	 benefits,	 but	 it	 was	 not	 declared	 clearly	 in	 the	 paper,	 resulting	 in	 a	 giant
scandal	when	it	was	eventually	noticed.	If	the	raw	data	on	patients	was	shared,
games	like	these	would	be	far	easier	to	spot,	and	people	might	be	less	likely	to
play	them	in	the	first	place.
Occasionally	–	with	vanishing	rarity	–	researchers	are	able	to	obtain	raw	data,

and	 reanalyse	 studies	 that	 have	 already	 been	 conducted	 and	 published.	Daniel
Coyne,	 Professor	 of	Medicine	 at	Washington	University,	was	 lucky	 enough	 to
get	the	data	on	a	key	trial	for	epoetin,	a	drug	given	to	patients	on	kidney	dialysis,
after	 a	 four-year-long	 fight.84	 The	 original	 academic	 publication	 on	 this	 study,
ten	years	earlier,	had	 switched	 the	primary	outcomes	described	 in	 the	protocol
(we	will	see	later	how	this	exaggerates	the	benefits	of	treatments),	and	changed
the	main	statistical	analysis	strategy	(again,	a	huge	source	of	bias).	Coyne	was
able	 to	 analyse	 the	 study	 as	 the	 researchers	 had	 initially	 stated	 they	 were
planning	 to	 in	 their	 protocol;	 and	 when	 he	 did,	 he	 found	 that	 they	 had
dramatically	overstated	the	benefits	of	the	drug.	It	was	a	peculiar	outcome,	as	he
himself	acknowledges:	‘As	strange	as	it	seems,	I	am	now	the	sole	author	of	the
publication	 on	 the	 predefined	 primary	 and	 secondary	 results	 of	 the	 largest
outcomes	trial	of	epoetin	in	dialysis	patients,	and	I	didn’t	even	participate	in	the
trial.’	There	is	room,	in	my	view,	for	a	small	army	of	people	doing	the	very	same
thing,	 reanalysing	 all	 the	 trials	 that	 were	 incorrectly	 analysed,	 in	 ways	 that
deviated	misleadingly	from	their	original	protocols.
Data	 sharing	 would	 also	 confer	 other	 benefits.	 It	 allows	 people	 to	 conduct

more	 exploratory	 analyses	 of	 data,	 and	 to	 better	 investigate	 –	 for	 example	 –



whether	 a	drug	 is	 associated	with	 a	particular	unexpected	 side	effect.	 It	would
also	allow	cautious	‘subgroup	analyses’,	to	see	if	a	drug	is	particularly	useful,	or
particularly	useless,	in	particular	types	of	patients.
The	biggest	immediate	benefit	from	data	sharing	is	that	combining	individual

patient	data	into	a	meta-analysis	gives	more	accurate	results	than	working	with
the	 crude	 summary	 results	 at	 the	 end	of	 a	 paper.	Let’s	 imagine	 that	 one	paper
reports	 survival	 at	 three	 years	 as	 the	 main	 outcome	 for	 a	 cancer	 drug,	 and
another	reports	survival	at	seven	years.	To	combine	these	two	in	a	meta-analysis,
you’d	have	a	problem.	But	 if	you	were	doing	 the	meta-analysis	with	access	 to
individual	 patient	 data,	with	 treatment	 details	 and	 death	 dates	 for	 all	 of	 them,
you	could	do	a	clean	combined	calculation	for	three-year	survival.
This	 is	 exactly	 the	 kind	 of	 work	 being	 done	 in	 the	 area	 of	 breast	 cancer

research,	where	a	small	number	of	charismatic	and	forceful	scientists	just	happen
to	have	driven	a	pioneering	culture	of	easier	collaboration.	The	summaries	they
are	publishing	represent	real	collaboration,	between	vast	numbers	of	people,	and
on	vast	numbers	of	patients,	producing	highly	reliable	guidance	for	doctors	and
patients.
The	process	sheds	a	stark	light	on	the	reality	of	data	collaboration	on	such	a

large	scale.	Here,	for	example,	is	the	author	list	on	an	academic	paper	from	the
Lancet	in	November	2011:	it’s	reporting	an	immense,	definitive,	and	incredibly
useful	 meta-analysis	 of	 breast	 cancer	 treatment	 outcomes,	 using	 individual
patient	data	pooled	from	seventeen	different	 trials.	The	author	 list	 is	printed	 in
four-point	 font	 size	 (though	 I	 suspect	 that	 might	 go	 wrong	 in	 the	 e-book
edition…)	because	there	are	seven	hundred	individual	researchers	named	in	it.	I
typed	each	of	them	in	by	hand	for	you.
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This	 is	 what	 medicine	 should	 look	 like.	 An	 honest	 list	 of	 all	 the	 people
involved,	free	access	to	information,	and	all	the	data	pooled	together,	giving	the
most	 accurate	 information	 we	 can	 manage,	 to	 inform	 real	 decisions,	 and	 so
prevent	avoidable	suffering	and	death.
We	are	a	very,	very	long	way	away	from	there.

What	can	be	done?

We	 urgently	 need	 to	 improve	 access	 to	 trial	 data.	 In	 addition	 to	 the	 previous



suggestions,	 there	 are	 small	 changes	 that	 would	 vastly	 improve	 access	 to
information,	and	so	improve	patient	care.

1.	 The	results	of	all	trials	conducted	on	humans	must	be	made	available	within
one	 year	 of	 completion,	 in	 summary	 table	 form	 if	 academic	 journal
publication	 has	 not	 occurred.	 This	 requires	 the	 creation	 of	 a	 body	 that	 is
charged	with	publicly	auditing	whether	or	not	trials	have	withheld	results	at
twelve	 months;	 and	 primary	 legislation	 that	 is	 enforced,	 as	 a	 matter	 of
urgency,	 internationally,	with	 stiff	 penalties	 for	 transgression.	 In	my	view
these	penalties	should	include	fines,	but	also	prison	terms	for	those	who	are
found	to	be	responsible	for	withholding	trial	data,	as	patients	are	harmed	by
this	process.

2.	 All	 systematic	 reviews	 –	 such	 as	 Cochrane	 reviews	 –	 that	 draw	 together
trial	 results	 on	 any	 clinical	 question	 should	 also	 include	 a	 section	 on	 the
trials	which	 they	know	have	been	 conducted,	 but	whose	 results	 are	 being
withheld.	 This	 should	 state:	 which	 completed	 trials	 have	 not	 reported
results;	how	many	patients’	worth	of	information	there	is	in	each	unreported
trial;	 the	 names	 of	 the	 organisations	 and	 the	 individuals	 who	 are
withholding	 the	 data;	 the	 efforts	 the	 reviewers	 have	 made	 to	 get	 the
information	from	them.	This	is	trivial	extra	work,	as	review	teams	already
attempt	to	access	this	kind	of	data.	Documenting	this	will	draw	attention	to
the	 problem,	 and	make	 it	 easier	 for	 doctors	 and	 the	 public	 to	 see	who	 is
responsible	for	harming	patient	care	in	each	area	of	medicine.

3.	 All	clinical	study	reports	should	also	be	made	publicly	available,	for	all	the
trials	that	have	ever	been	conducted	on	humans.	This	will	be	cheap,	as	the
only	costs	are	in	finding	one	paper	copy,	scanning	it	and	placing	it	online,
perhaps	with	a	check	to	remove	confidential	patient	information.	There	is	a
vast	 mountain	 of	 highly	 relevant	 data	 on	 drugs	 that	 is	 currently	 being
withheld,	distorting	what	we	know	about	treatments	in	widespread	current
use.	Many	of	 these	documents	will	be	sitting	 in	 the	dry	paper	archives	of
drug	companies	and	regulators.	We	need	legislation	compelling	the	industry
to	hand	them	over.	Our	failure	to	fix	this	is	costing	lives.

4.	 We	 need	 to	 work	 on	 new	 methods	 for	 academics	 to	 extract	 summary
information	from	these	documents,	as	they	are	more	detailed	than	published
academic	papers.	The	Cochrane	group	working	on	Tamiflu	have	made	great
progress	here,	learning	as	they	go,	and	this	field	will	need	manuals.

5.	 We	should	work	towards	all	triallists	having	an	obligation	to	share	patient-



level	 data	 wherever	 possible,	 with	 convenient	 online	 data	 warehouses,85
and	 streamlined	 systems	whereby	 legitimate	 senior	 researchers	 can	make
requests	for	access,	 in	order	 to	conduct	pooled	analyses	and	double-check
the	results	reported	in	published	trials.

None	 of	 this	 is	 difficult,	 or	 impossible.	 Some	 of	 it	 is	 technical,	 for	 which	 I
apologise.	 The	 field	 of	 missing	 data	 is	 a	 tragic	 and	 strange	 one.	 We	 have
tolerated	the	emergence	of	a	culture	in	medicine	where	information	is	routinely
withheld,	and	we	have	blinded	ourselves	to	the	unnecessary	suffering	and	death
that	follows	from	this.	The	people	we	should	have	been	able	to	trust	to	handle	all
this	behind	the	scenes	–	the	regulators,	the	politicians,	the	senior	academics,	the
patient	 organisations,	 the	 professional	 bodies,	 the	 universities,	 the	 ethics
committees	–	have	almost	all	failed	us.	And	so	I	have	had	to	inflict	the	details	on
you,	in	the	hope	that	you	can	bring	some	pressure	to	bear	yourself.
If	you	have	any	ideas	about	how	we	can	fix	this,	and	how	we	can	force	access

to	trial	data	–	politically	or	technically	–	please	write	them	up,	post	them	online,
and	tell	me	where	to	find	them.
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Where	Do	New	Drugs	Come	From?

Where	do	drugs	come	from?

That	 is	 the	 tale	of	hidden	 trial	data.	 In	 the	 remainder	of	 this	book	we	will	 see
how	 the	 pharmaceutical	 industry	 distorts	 doctors’	 beliefs	 about	 drugs	 through
misleading	and	covert	marketing;	we	will	also	see	how	trials	can	be	flawed	by
design,	and	how	regulators	fail	to	regulate.	But	first,	we	must	see	how	drugs	are
invented	in	the	first	place,	and	how	they	come	to	be	available	for	prescription	at
all.	 This	 is	 a	 dark	 art,	 and	 generally	 remains	 a	 mystery	 for	 both	 doctors	 and
patients.	 There	 are	 hidden	 traps	 at	 every	 turn,	 odd	 incentives,	 and	 frightening
tales	of	exploitation.	This	is	where	new	drugs	come	from.

From	laboratory	to	pill

A	 drug	 is	 a	 molecule	 that	 does	 something	 useful,	 somewhere	 in	 the	 human
body,1	 and	 luckily,	 there’s	 no	 shortage	 of	 such	molecules.	 Some	 are	 found	 in
nature,	 in	 particular	 from	 plants:	 this	makes	 sense,	 because	 we	 share	 a	 lot	 of
molecular	make-up	with	 plants.	 Sometimes	 you	 just	 extract	 the	molecule,	 but
more	 commonly	 you	 add	 a	 few	 bits	 onto	 it	 here	 and	 there,	 through	 some
elaborate	chemical	process,	or	take	a	few	bits	away,	in	the	hope	of	increasing	the
potency,	or	reducing	the	side	effects.
Often	 you’ll	 have	 some	 idea	 about	 the	 mechanism	 you’re	 targeting,	 and

usually	that’s	because	you’re	copying	the	mechanism	by	which	an	existing	drug
works.	 For	 example,	 there’s	 an	 enzyme	 in	 the	 body	 called	 cyclooxygenase,
which	 helps	 to	 make	 molecules	 that	 signal	 inflammation.	 If	 you	 stop	 that



enzyme	working,	it	helps	to	reduce	pain.	Lots	of	drugs	work	like	this,	including
aspirin,	 paracetamol,	 ibuprofen,	 ketoprofen,	 fenoprofen	 and	 so	 on.	 If	 you	 can
find	 a	 new	molecule	 that	 stops	 cyclooxygenase	 working	 in	 a	 laboratory	 dish,
then	it’s	probably	going	to	stop	it	working	in	an	animal,	and	if	it	does	that,	then
it’s	 probably	 going	 to	 help	 reduce	 pain	 in	 a	 person.	 If	 nothing	 disastrous	 has
happened	to	animals	or	humans	in	the	past	when	they’ve	taken	a	drug	that	stops
that	enzyme	working,	then	your	new	drug	is	fairly	likely	(though	not	certain)	to
be	safe.
A	 new	 drug	 that	 operates	 in	 a	 completely	 new	 way	 is	 much	 more	 of	 a

development	 risk,	 because	 it’s	 unpredictable,	 and	 much	 more	 likely	 to	 fail	 at
every	 step	 described	 above.	 But	 that	 kind	 of	 new	 drug	would	 also	 be	 a	more
significant	move	forward	in	medical	science.	We’ll	discuss	the	tension	between
copying	and	innovating	later.
One	way	that	drugs	are	developed	is	by	a	process	called	screening,	one	of	the

most	boring	jobs	imaginable	for	a	young	laboratory	scientist.	Hundreds,	maybe
thousands,	 of	 molecules,	 all	 of	 slightly	 different	 shapes	 and	 sizes,	 will	 be
synthesised	in	the	hope	that	they	will	operate	on	a	particular	target	in	the	body.
Then	you	come	up	with	a	lab	method	that	lets	you	measure	whether	the	drug	is
inducing	the	change	you	hope	for	–	stopping	an	enzyme	from	working	properly,
for	 example	–	 and	 then	you	 try	 every	drug	out,	 one	after	 the	other,	measuring
their	 effects	 until	 you	 come	 up	with	 a	 good	 one.	Lots	 of	 great	 data	 is	 created
during	 this	 period,	 and	 then	 thrown	 away,	 or	 locked	 in	 one	 drug	 company’s
vault.
Once	you’ve	got	something	that	works	in	a	dish,	you	give	it	to	an	animal.	At

this	point	you’re	measuring	 lots	of	different	 things.	How	much	of	 the	drug	do
you	find	in	the	blood	after	the	animal	eats	the	pill?	If	the	answer	is	‘very	little’,
your	patients	will	need	to	eat	giant	horse	pills	to	get	an	active	dose,	and	that	isn’t
practical.	How	long	does	the	drug	stay	in	the	blood	before	it’s	broken	down	in
the	 body?	 If	 the	 answer	 is	 ‘one	 hour’,	 your	 patients	 will	 need	 to	 take	 a	 pill
twenty-four	times	a	day,	and	that’s	not	useful	either.	You	might	look	at	what	your
drug	molecule	gets	 turned	 into	when	 it’s	 broken	down	 in	 the	body,	 and	worry
about	whether	any	of	those	breakdown	products	are	harmful	themselves.
At	 the	 same	 time	 you’ll	 be	 looking	 at	 toxicology,	 especially	 very	 serious

things	that	would	rule	a	drug	out	completely.	You	want	to	find	out	if	your	drug
causes	cancer,	 for	example,	 fairly	early	on	 in	 the	development	process,	 so	you
can	abandon	it.	That	said,	you	might	be	OK	if	it’s	a	drug	that	people	only	take
for	a	few	days;	by	the	same	token,	 if	 it	harms	the	reproductive	system	but	 is	a



drug	 for	–	 let’s	 say	–	Alzheimer’s,	you	might	be	 less	worried	 (I	only	said	 less
worried:	 old	 people	 do	 have	 sex).	 There	 are	 lots	 of	 standard	 methods	 at	 this
stage.	For	example,	 it	can	take	several	years	 to	find	out	 if	your	drug	has	given
living	 animals	 cancer,	 so	 even	 though	 you	 need	 to	 do	 this	 for	 regulatory
approval,	 you’ll	 also	 do	 early	 tests	 in	 a	 dish.	 One	 example	 is	 the	 Ames	 test,
which	 lets	 you	 see	 if	 a	 drug	 has	 caused	mutation	 in	 bacteria	 very	 quickly,	 by
looking	at	what	kinds	of	food	they	need	to	survive	in	a	dish.
It’s	worth	noting	at	this	point	that	almost	all	drugs	with	desirable	effects	will

also	 have	 unintended	 toxic	 effects	 at	 some	 higher	 dose.	 That’s	 a	 fact	 of	 life.
We’re	very	complicated	animals,	but	we	only	have	about	20,000	genes,	so	lots	of
the	building	blocks	of	the	human	body	are	used	several	times	over,	meaning	that
something	which	interferes	with	one	target	in	the	body	might	also	affect	another,
to	a	greater	or	lesser	extent,	at	a	higher	dose.
So,	you’ll	need	to	do	animal	and	lab	studies	to	see	if	your	drug	interferes	with

other	 things,	 like	 the	 electrical	 conductivity	 of	 the	 heart,	 that	 won’t	 make	 it
popular	with	humans;	and	various	screening	 tests	 to	 see	 if	 it	has	any	effect	on
common	 drug	 receptors,	 rodents’	 kidneys,	 rodents’	 lungs,	 dogs’	 hearts,	 dogs’
behaviour;	and	various	blood	tests.	You’ll	look	at	the	breakdown	products	of	the
drug	in	animal	and	human	cells,	and	if	they	give	very	different	results	you	might
try	testing	it	in	another	species	instead.
Then	 you’ll	 give	 it	 in	 increasing	 doses	 to	 animals,	 until	 they	 are	 dead,	 or

experiencing	very	obvious	toxic	effects.	From	this	you’ll	find	out	the	maximum
tolerable	dose	in	various	different	species	(generally	a	rat	or	other	rodent,	and	a
non-rodent,	 usually	 a	 dog),	 and	 also	 get	 a	 better	 feel	 for	 the	 effects	 at	 doses
below	 the	 lethal	ones.	 I’m	sorry	 if	 this	paragraph	 seems	brutal	 to	you.	 It’s	my
view	–	broadly	speaking,	as	long	as	suffering	is	minimised	–	that	it’s	OK	to	test
whether	 drugs	 are	 safe	 or	 not	 on	 animals.	 You	 might	 disagree,	 or	 you	 might
agree,	but	prefer	not	to	think	about	it.
If	 your	 patients	 are	 going	 to	 take	 the	 drug	 long-term,	 you’ll	 be	 particularly

interested	in	effects	that	emerge	when	animals	have	been	taking	it	for	a	while,	so
you’ll	 generally	 dose	 animals	 for	 at	 least	 a	month.	 This	 is	 important,	 because
when	you	come	to	give	your	drug	to	humans	for	the	first	time,	you	can’t	give	it
to	them	for	longer	than	you’ve	given	it	to	animals.
If	 you’re	 very	 unlucky,	 there’ll	 be	 a	 side	 effect	 that	 animals	 don’t	 get,	 but

humans	do.	These	aren’t	hugely	common,	but	 they	do	happen:	practolol	was	a
beta-blocker	 drug,	 very	 useful	 for	 various	 heart	 problems,	 and	 the	 molecule
looks	almost	exactly	 the	same	as	propranolol	 (which	 is	widely	used	and	pretty



safe).	But	out	of	the	blue,	practolol	turned	out	to	cause	something	called	multi-
system	oculomucocutaneous	 syndrome,	which	 is	 horrific.	That’s	why	we	 need
good	data	on	all	drugs,	to	catch	this	kind	of	thing	early.
As	you	can	imagine,	this	is	all	very	time-consuming	and	expensive,	and	you

can’t	 even	 be	 sure	 you’ve	 got	 a	 safe,	 effective	 drug	 once	 you’ve	 got	 this	 far,
because	you	haven’t	given	it	to	a	single	human	yet.	Given	the	improbability	of	it
all,	I	find	it	miraculous	that	any	drug	works,	and	even	more	miraculous	that	we
developed	 safe	 drugs	 in	 the	 era	 before	 all	 this	work	 had	 to	 be	 done,	 and	was
technically	possible.

Early	trials

So	now	you	come	to	the	nerve-racking	moment	where	you	give	your	drug	to	a
human	 for	 the	 first	 time.	Usually	you	will	have	a	group	of	healthy	volunteers,
maybe	 a	 dozen,	 and	 they	will	 take	 the	 drug	 at	 escalating	 doses,	 in	 a	medical
setting,	while	you	measure	things	like	heart	function,	how	much	drug	there	is	in
the	blood,	and	so	on.
Generally	 you	want	 to	 give	 the	 drug	 at	 less	 than	 a	 tenth	 of	 the	 ‘no	 adverse

effects’	dose	in	the	animals	that	were	most	sensitive	to	it.	If	your	volunteers	are
OK	at	a	single	dose,	you’ll	double	it,	and	then	move	up	the	doses.	You’re	hoping
at	this	stage	that	your	drug	only	causes	adverse	effects	at	a	higher	dose,	if	at	all,
and	 certainly	 at	 a	much	 higher	 dose	 than	 the	 one	 at	 which	 it	 does	 something
useful	 to	 the	 expected	 target	 in	 the	 body	 (you’ll	 have	 an	 idea	 of	 the	 effective
dose	 from	 your	 animal	 studies).	 Of	 all	 the	 drugs	 that	 make	 it	 as	 far	 as	 these
phase	1	trials,	only	20	per	cent	go	on	to	be	approved	and	marketed.
Sometimes	–	mercifully	rarely	–	terrible	things	happen	at	this	stage.	You	will

remember	 the	TGN1412	story,	where	a	group	of	volunteers	were	exposed	 to	a
very	 new	 kind	 of	 treatment	 which	 interfered	 with	 signalling	 pathways	 in	 the
immune	 system,	 and	 ended	 up	 on	 intensive	 care	 with	 their	 fingers	 and	 toes
rotting	 off.	 This	 is	 a	 good	 illustration	 of	 why	 you	 shouldn’t	 give	 a	 treatment
simultaneously	 to	 several	 volunteers	 if	 it’s	 very	 unpredictable	 and	 from	 an
entirely	new	class.
Most	 new	 drugs	 are	 much	more	 conventional	 molecules,	 and	 generally	 the

only	unpleasantness	they	cause	comes	from	nausea,	dizziness,	headache	and	so
on.	You	might	also	want	a	few	of	your	test	subjects	to	have	a	dummy	pill	with	no
medicine	in	it,	so	you	can	try	to	determine	if	these	effects	are	actually	from	the



drug,	or	are	just	a	product	of	dread.
At	 this	moment	 you	might	 be	 thinking:	what	 kind	 of	 reckless	maniac	 gives

their	only	body	over	for	an	experiment	like	this?	I’m	inclined	to	agree.	There	is,
of	 course,	 a	 long	and	noble	 tradition	of	 self-experimentation	 in	 science	 (at	 the
trivial	 end,	 I	 have	 a	 friend	who	 got	 annoyed	with	 feeding	 his	mosquitoes	 the
complicated	way,	and	started	sticking	his	arm	in	the	enclosure,	rearing	a	PhD	on
his	 own	 blood).	 But	 the	 risks	 might	 feel	 more	 transparent	 if	 it’s	 your	 own
experiment.	 Are	 the	 subjects	 in	 first-in-man	 trials	 reassured	 by	 blind	 faith	 in
science,	and	regulations?
Until	 the	1980s,	 in	 the	US,	 these	 studies	were	often	done	on	prisoners.	You

could	argue	that	since	then	such	outright	coercion	has	been	softened,	rather	than
fully	overturned.	Today,	being	a	guinea	pig	in	a	clinical	trial	is	a	source	of	easy
money	 for	 healthy	 young	 people	with	 few	 better	 options:	 sometimes	 students,
sometimes	unemployed	people,	and	sometimes	much	worse.	There’s	an	ongoing
ethical	 discussion	 around	 whether	 such	 people	 can	 give	 meaningful	 consent,
when	 they	 are	 in	 serious	 need	 of	 money,	 and	 faced	 with	 serious	 financial
inducements.2	This	 creates	 a	 tension:	 payments	 to	 subjects	 are	 supposed	 to	 be
low,	to	reduce	any	‘undue	inducement’	to	risky	or	degrading	experiences,	which
feels	 like	 a	 good	 safety	mechanism	 in	 principle;	 but	 given	 the	 reality	 of	 how
many	phase	1	subjects	live,	I’d	quite	like	them	to	be	paid	fairly	well.	In	1996	Eli
Lilly	 was	 found	 recruiting	 homeless	 alcoholics	 from	 a	 local	 shelter.3	 Lilly’s
director	of	clinical	pharmacology	said:	‘These	individuals	want	to	help	society.’
That’s	an	extreme	case.	But	even	at	best,	volunteers	come	from	less	well-off

groups	in	society,	and	this	creates	a	situation	where	the	drugs	taken	by	all	of	us
are	 tested	 –	 to	 be	 blunt	 –	 on	 the	 poor.	 In	 the	 US,	 this	means	 people	 without
medical	 insurance,	 and	 that	 raises	 another	 interesting	 issue:	 the	Declaration	 of
Helsinki,	the	ethics	code	which	frames	most	modern	medical	activity,	says	that
research	is	 justified	if	 the	population	from	whom	participants	are	drawn	would
benefit	 from	 the	 results.	 The	 thought	 behind	 this	 is	 that	 a	 new	 AIDS	 drug
shouldn’t	be	tested	on	people	in	Africa,	for	example,	who	could	never	afford	to
buy	 it.	 But	 uninsured	 unemployed	 people	 in	 the	 US	 do	 not	 have	 access	 to
expensive	medical	treatments	either,	so	it’s	not	clear	that	they	could	benefit	from
this	research.	On	top	of	that,	most	agencies	don’t	offer	free	treatment	to	injured
subjects,	and	none	give	them	compensation	for	suffering	or	lost	wages.
This	 is	a	strange	underworld	 that	has	been	brought	 to	 light	 for	 the	academic

community	by	Carl	Elliot,	an	ethicist,	and	Robert	Abadie,	an	anthropologist	who
lived	 among	 phase	 1	 participants	 for	 his	 PhD.4	 The	 industry	 refers	 to	 these



participants	by	the	oxymoron	‘paid	volunteers’,	and	there	is	a	universal	pretence
that	 they	are	not	paid	 for	 their	work,	but	merely	 reimbursed	 for	 their	 time	and
travel	expenses.	The	participants	themselves	are	under	no	such	illusions.
Payment	 is	 often	 around	 $200	 to	 $400	 a	 day,	 studies	 can	 last	 for	weeks	 or

more,	and	participants	will	often	do	several	studies	in	a	year.	Money	is	central	to
the	process,	and	payment	is	often	back-loaded,	so	you	only	receive	full	payment
if	 you	 complete	 the	 study,	 unless	 you	 can	 prove	 your	 withdrawal	 was	 due	 to
serious	 side	 effects.	 Participants	 generally	 have	 few	 economic	 alternatives,
especially	in	the	US,	and	are	frequently	presented	with	lengthy	and	impenetrable
consent	forms,	which	are	hard	to	navigate	and	understand.
You	can	earn	better	than	the	minimum	wage	if	you	‘guinea	pig’	full-time,	and

many	do:	in	fact,	for	many	of	them	it’s	a	job,	but	it’s	not	regulated	as	any	other
job	 might	 be.	 This	 is	 perhaps	 because	 we	 feel	 uncomfortable	 regarding	 this
source	 of	 income	 as	 a	 profession,	 so	 new	 problems	 arise.	 Participants	 are
reluctant	to	complain	about	poor	conditions,	because	they	don’t	want	to	miss	out
on	future	studies,	and	they	don’t	go	to	lawyers	for	the	same	reason.	They	may	be
disinclined	to	walk	away	from	studies	that	are	unpleasant	or	painful,	too,	for	fear
of	sacrificing	income.	One	participant	describes	this	as	‘a	mild	torture	economy’:
‘You’re	not	being	paid	to	do	a	job…you’re	being	paid	to	endure.’
If	 you	 really	 want	 to	 rummage	 in	 this	 underworld,	 I	 recommend	 a	 small

photocopied	magazine	called	Guinea	Pig	Zero.	For	anyone	who	likes	to	think	of
medical	research	as	a	white-coated	exercise,	with	crisp	protocols,	carried	out	in
clean	glass-and-metal	buildings,	this	is	a	rude	awakening.

				The	drugs	are	hitting	the	boys	harder	than	the	girls.	The	ephedrine	is	not	so
bad,	it’s	like…over	the	counter	speed.	Then	they	increased	our	dosage	and
things	got	funky.	This	is	when	the	gents	took	to	the	mattresses…We	women
figured	we	had	more	endurance…No.	2	was	feeling	so	bad	that	he	hid	the
pills	 under	 his	 lounge	 during	 the	 dosing	 procedure.	The	 coordinator	 even
checked	his	mouth	and	he	still	got	away	with	it…this	made	No.	2	twice	as
sick	after	the	next	dosing	–	he	couldn’t	fake	it	for	the	rest	of	the	study.5

Guinea	 Pig	 Zero	 published	 investigations	 into	 deaths	 during	 phase	 1	 trials,
advice	for	participants,	and	long,	thoughtful	discursions	on	the	history	of	guinea-
pigging	 (or,	 as	 the	 subjects	 themselves	 call	 it,	 ‘our	 bleeding,	 pissing	 work’).
Illustrations	show	rodents	on	 their	backs	with	 thermometers	 in	 their	anuses,	or
cheerfully	offering	up	 their	bellies	 to	scalpels.	This	wasn’t	 just	 idle	carping,	or



advice	 on	 how	 to	 break	 the	 system.	 The	 volunteers	 developed	 ‘research	 unit
report	 cards’	 and	 discussed	 unionising:	 ‘The	 need	 exists	 for	 a	 set	 of	 standard
expectations	 to	 be	 set	 down	 in	 an	 independently	 controlled,	 guinea-pig	 based
forum	so	we	volunteers	can	rein	in	the	sloppy	units	in	a	way	that	doesn’t	bring
ourselves	harm.’
These	 report	 cards	 were	 informative,	 heartfelt	 and	 entertaining,	 but	 as	 you

might	expect,	they	were	not	welcomed	by	the	industry.	When	three	of	them	were
picked	 up	 by	 Harper’s	 magazine,	 it	 resulted	 in	 libel	 threats	 and	 apologies.
Similarly,	following	a	Bloomberg	news	story	from	2005	–	in	which	more	than	a
dozen	 doctors,	 government	 officials	 and	 scientists	 said	 the	 industry	 failed	 to
adequately	 protect	 participants	 –	 three	 illegal	 immigrants	 from	 Latin	America
said	they	were	threatened	with	deportation	by	the	clinic	they	had	raised	concerns
about.
We	 cannot	 rely	 solely	 on	 altruism	 to	 populate	 these	 studies,	 of	 course.	And

even	where	 altruism	 has	 provided,	 historically,	 it	 has	 been	 in	 extreme	 or	 odd
circumstances.	 Before	 prisoners,	 for	 example,	 drugs	 were	 tested	 on
conscientious	objectors,	who	also	wore	lice-infested	underpants	in	order	to	infect
themselves	with	typhus,	and	participated	in	‘the	Great	Starvation	Experiment’	to
help	 Allied	 doctors	 understand	 how	 we	 should	 deal	 with	 malnourished
concentration	camp	victims	 (some	of	 the	 starvation	subjects	committed	acts	of
violent	self-mutilation).6
The	question	is	not	only	whether	we	feel	comfortable	with	the	incentives	and

the	 regulation,	 but	 also	 whether	 this	 information	 is	 all	 new	 to	 us,	 or	 simply
brushed	 under	 the	 carpet.	 You	 might	 imagine	 that	 research	 all	 takes	 place	 in
universities,	 and	 twenty	 years	 ago	 you’d	 have	 been	 correct.	 But	 recently,	 and
very	 rapidly,	 almost	 all	 research	 activity	 has	 been	 outsourced,	 often	 far	 away
from	universities,	 into	small	private	clinical	 research	organisations,	which	sub-
contract	 for	 drug	 companies,	 and	 run	 their	 trials	 all	 around	 the	 world.	 These
organisations	 are	 atomised	 and	 diffuse,	 but	 they	 are	 still	 being	 monitored	 by
frameworks	devised	to	cope	with	the	ethical	and	procedural	problems	arising	in
large	institutional	studies,	rather	than	small	busi	nesses.	In	the	US,	in	particular,
you	can	 shop	around	 for	 Institutional	Review	Board	approval,	 so	 if	one	ethics
committee	turns	you	down,	you	simply	go	to	another.
This	 is	an	 interesting	corner	of	medicine,	and	phase	2	and	3	 trials	are	being

outsourced	too.	First,	we	need	to	understand	what	those	are.



Phase	2	and	3

So,	 you’ve	 established	 that	 your	 drug	 is	 broadly	 safe,	 in	 a	 few	healthy	people
referred	 to	 by	popular	 convention	 as	 ‘volunteers’.	Now	you	want	 to	 give	 it	 to
patients	 who	 have	 the	 disease	 you’re	 aiming	 to	 treat,	 so	 you	 can	 try	 to
understand	whether	it	works	or	not.
This	is	done	in	‘phase	2’	and	‘phase	3’	clinical	trials,	before	a	drug	comes	to

market.	 The	 line	 between	 phase	 2	 and	 3	 is	 flexible,	 but	 broadly	 speaking,	 in
phase	 2	 you	give	 your	 drug	 to	 a	 couple	 of	 hundred	patients,	 and	 try	 to	 gather
information	 on	 short-term	 outcomes,	 side	 effects	 and	 dosage.	 This	will	 be	 the
first	 time	you	get	 to	see	 if	your	blood-pressure	drug	does	actually	 lower	blood
pressure	in	people	who	have	high	blood	pressure,	and	it	might	also	be	the	first
time	you	learn	about	very	common	side	effects.
In	 phase	3	 studies	 you	give	your	 drug	 to	 a	 larger	 group	of	 patients,	 usually

somewhere	 between	 three	 hundred	 and	 2,000,	 again	 learning	 about	 outcomes,
side	 effects	 and	 dosage.	 Crucially,	 all	 phase	 3	 trials	 will	 be	 randomised
controlled	trials,	comparing	your	new	treatment	against	something	else.	(All	of
these	pre-marketing	trials,	you	will	notice,	are	in	fairly	small	numbers	of	people,
which	means	that	rarer	side	effects	are	very	unlikely	to	be	picked	up.	I’ll	come
back	to	this	later.)
Here	again,	you	may	be	wondering:	who	are	these	patients,	and	where	do	they

come	from?	It’s	clear	that	trial	participants	are	not	representative	of	all	patients,
for	 a	 number	 of	 different	 reasons.	 Firstly,	 we	 need	 to	 consider	 what	 drives
someone	 to	 participate	 in	 a	 trial.	 It	 would	 be	 nice	 to	 imagine	 that	 we	 all
recognise	the	public	value	of	research,	and	it	would	be	nice	to	imagine	that	all
research	had	public	value.	Unfortunately,	many	trials	are	conducted	on	drugs	that
are	simply	copies	of	other	companies’	products,	and	are	therefore	an	innovation
designed	merely	to	make	money	for	a	drugs	company,	rather	 than	a	significant
leap	 forward	 for	 patients.	 It’s	 hard	 for	 participants	 to	work	out	whether	 a	 trial
they’ve	been	offered	really	does	represent	a	meaningful	clinical	question,	so	to
an	 extent	we	 can	understand	people’s	 reluctance	 to	 take	part.	But	 in	 any	 case,
wealthy	 patients	 from	 the	 developed	 world	 have	 become	 more	 reluctant	 to
participate	 in	 trials	 across	 the	 board,	 and	 this	 raises	 interesting	 issues,	 both
ethical	and	practical.
In	 the	US,	where	many	millions	of	people	are	unable	 to	pay	for	health	care,

clinical	trials	are	often	marketed	as	a	way	to	access	free	doctors’	appointments,



scans,	blood	tests	and	treatment.	One	study	compared	insurance	status	in	people
who	agreed	to	participate	in	a	clinical	trial	with	those	who	declined;7	participants
are	a	diverse	population,	but	still,	those	agreeing	to	be	in	a	trial	were	seven	times
more	 likely	 to	 have	no	health	 insurance.	Another	 study	 looked	 at	 strategies	 to
improve	 targeted	 recruitment	 among	 Latinos,	 a	 group	 with	 lower	 wages,	 and
poorer	health	care,	than	the	average:8	96	per	cent	agreed	to	participate,	a	rate	far
higher	than	would	normally	be	expected.
These	findings	echo	what	we	saw	in	phase	1	trials,	where	only	the	very	poor

were	offering	themselves	for	research.	They	also	raise	the	same	ethical	question:
trial	participants	are	supposed	to	come	from	the	population	of	people	who	could
realistically	 benefit	 from	 the	 answers	 provided	 by	 that	 trial.	 If	 participants	 are
the	uninsured,	and	the	drugs	are	only	available	to	the	insured,	then	that	is	clearly
not	the	case.
But	 selective	 recruitment	 of	 poor	 people	 for	 trials	 in	 the	 USA	 is	 trivial

compared	 to	 another	 new	development,	 about	which	many	 patients	 −	 but	 also
many	doctors	and	academics	–	are	entirely	ignorant.	Drug	trials	are	increasingly
outsourced	 around	 the	 world,	 to	 be	 conducted	 in	 countries	 with	 inferior
regulation,	inferior	medical	care,	different	medical	problems	and	–	in	some	cases
–	completely	different	populations.

‘CROs’	and	trials	around	the	world

Clinical	 research	 organisations	 are	 a	 very	 new	phenomenon.	Thirty	 years	 ago,
hardly	any	existed:	now	there	are	hundreds,	with	a	global	revenue	of	$20	billion
in	2010,	representing	about	a	third	of	all	pharma	R&D	spending.9	They	conduct
the	majority	of	clinical	trials	research	on	behalf	of	industry,	and	in	2008	CROs
ran	more	 than	9,000	trials,	with	over	 two	million	participants,	 in	115	countries
around	the	world.
This	commercialisation	of	trials	research	raises	several	new	concerns.	Firstly,

as	we	have	already	seen,	companies	often	bring	pressure	 to	bear	on	academics
they	 are	 funding,	 discouraging	 them	 from	 publishing	 unflattering	 results	 and
encouraging	them	to	put	spin	on	both	the	methods	and	the	conclusions	of	their
work.	When	academics	have	stood	up	to	those	pressures,	the	threats	have	turned
into	grim	realities.	What	employee	or	chief	executive	of	a	CRO	is	likely	to	stand
up	to	a	company	which	is	directly	paying	the	bills,	when	the	staff	all	know	that



the	CRO’s	 hope	 for	 future	 business	 rides	 on	 how	 it	manages	 each	 demanding
client?
It’s	also	interesting	to	note	that	the	increasing	commercial-isation	of	research

has	driven	many	everyday	clinicians	away	from	trials,	even	when	the	trials	come
from	the	more	 independent	end	of	 the	spectrum.	Three	British	academics	have
written	recently	of	their	difficulty	in	getting	doctors	to	help	them	recruit	patients
for	 a	 study	 requested	 by	 the	 European	 medicines	 regulator,	 but	 paid	 for	 by
Pfizer:	 ‘Academics	 wrote	 the	 protocols,	 collaborators	 are	 academic,	 and	 the
study	data	are	owned	by	the	steering	committees	(on	which	industry	has	no	say),
which	 also	 control	 analyses	 and	 publications.	 A	 university	 is	 the	 sponsor.
Funding	is	from	industry,	which	has	no	role	in	study	conduct,	data	collection,	or
data	interpretation.’10	UK	doctors	and	primary	care	trusts	regarded	this	study	as
commercial,	and	were	reluctant	to	hand	over	their	patients.	They	are	not	alone.
The	Danish	 Board	 of	Medicine	 regards	 these	 kinds	 of	 studies	 as	 commercial,
which	means	 that	 any	 practice	 participating	 in	 them	must	 declare	 the	 interest,
further	 reducing	 recruitment.	 In	 the	 US,	 meanwhile,	 the	 use	 of	 private
community	doctors	 to	conduct	 trials	has	expanded	enormously,	with	 incentives
approaching	$1	million	a	year	for	the	most	enterprising	medics.11
For	a	window	into	the	commercial	reality	of	the	CRO	world,	you	can	look	at

the	 way	 these	 services	 are	 presented	 when	 they	 are	 being	 promoted	 to
pharmaceutical	 companies,	 and	 see	 how	 far	 this	 reality	 is	 from	 the	 needs	 of
patients,	and	any	spirit	of	neutral	enquiry.	Quintiles,	the	largest	company,	offers
to	help	its	industry	customers	to	‘better	identify,	promote,	and	prove	the	value	of
a	particular	drug	 to	key	stakeholders’.12	 ‘You’ve	spent	hundreds	of	millions	of
dollars	and	years	bringing	your	product	through	the	drug	development	process,’
it	says.	‘Now	you	face	multiple	opportunities	–	and	possibly	more	requirements
–	 to	demonstrate	safety	and	effectiveness	 in	 larger	populations.’	There	are	also
cases	of	CROs	and	drug	companies	with	contracts	that	share	the	risk	of	a	poor
outcome	 between	 them,	 increasing	 the	 chances	 of	 a	 conflict	 of	 interest	 even
further.
These	 aren’t	 smoking	 guns.	 They	 simply	 illustrate	 the	 banal	 commercial

reality	of	what	these	companies	do:	they	find	stuff	out,	of	course,	but	their	main
objective	is	to	make	a	company’s	drug	look	good	so	that	regulators,	doctors	and
patients	will	swallow	it.	That’s	not	ideal	in	science.	It’s	not	fraud	either.	It’s	just
not	ideal.
It	would	be	wrong	 to	 imagine	 that	 this	 shift	 in	culture	has	been	driven	by	a

hope	that	CROs	would	produce	more	flattering	findings	than	other	options.	They



are	 attractive	 because	 they’re	 fast,	 efficient,	 focused	 and	 cheap.	 And	 they’re
especially	cheap	because,	like	many	other	industries,	 they	outsource	their	work
to	poorer	countries.	As	the	former	chief	executive	of	GSK	explained	in	a	recent
interview,	running	a	trial	in	the	US	costs	$30,000	per	patient,	while	a	CRO	can
do	it	in	Romania	for	$3,000.13	That	is	why	GSK	aims	to	move	half	of	its	trials	to
low-cost	countries,	and	it	is	part	of	a	global	trend.
In	the	past,	only	15	per	cent	of	clinical	trials	were	conducted	outside	the	USA.

Now	it’s	more	 than	half.	The	average	rate	of	growth	 in	 the	number	of	 trials	 in
India	is	20	per	cent	a	year,	in	China	47	per	cent,	in	Argentina	27	per	cent,	and	so
on,	simply	because	they	are	better	at	attracting	CRO	business,	at	lower	cost.	At
the	same	time,	trials	in	the	US	are	falling	by	6	per	cent	a	year	(and	in	the	UK	by
10	 per	 cent	 a	 year).14	 As	 a	 result	 of	 these	 trends,	 many	 trials	 are	 now	 being
conducted	in	developing	countries,	where	regulatory	oversight	is	poorer,	as	is	the
normal	standard	of	clinical	care.	This	 raises	a	huge	number	of	questions	about
data	 integrity,	 the	 relevance	 of	 findings	 to	 developed	 world	 populations,	 and
ethics	 –	 all	 issues	 with	 which	 regulators	 around	 the	 world	 are	 currently
struggling.
There	are	many	anecdotal	accounts	of	bad	behaviour	with	trial	data	in	poorer

countries,	and	it’s	clear	that	the	incentives	for	massaging	results	are	greater	in	a
country	where	a	clinical	trial	is	paying	its	subjects	vastly	more	than	local	wages
could	match.	 There	 are	 also	 difficulties	 with	 regulatory	 requirements	 that	 fall
across	 two	 countries	 or	 two	 languages,	 as	well	 as	 translation	 issues	 in	 patient
reports,	especially	for	unexpected	side	effects.	Site	visits	for	monitoring	may	be
of	 variable	 quality,	 and	 countries	 differ	 in	 how	much	 corruption	 is	 routine	 in
public	 life.	 There	 may	 also	 be	 less	 local	 familiarity	 with	 administrative
requirements	 concerning	data	 integrity	 (which	have	been	 a	 bone	of	 contention
between	industry	and	regulators	in	the	developed	world).15
These	are,	we	should	be	clear,	only	hints	of	problems	with	data.	There	have

been	 cases	 where	 trials	 from	 developing	 countries	 have	 produced	 positive
results,	while	 those	conducted	elsewhere	 showed	no	benefit,	 but	 to	 the	best	of
my	 knowledge,	 very	 little	 quantitative	 research	 has	 so	 far	 been	 conducted
comparing	 the	 results	 of	 trials	 in	 poorer	 countries	 with	 those	 in	 the	 US	 and
Western	Europe.	This	means	we	can	draw	no	firm	conclusions	on	data	integrity;
it	also	means	–	I	would	suggest	–	that	this	is	an	open	field	for	highly	publishable
research	by	anyone	reading	this	book.	A	barrier	to	such	research,	though,	would
be	 access	 to	 the	 most	 basic	 information.	 One	 review	 of	 articles	 in	 leading
medical	 journals	reporting	on	multi-centre	trials	found	that	 less	than	5	per	cent



gave	any	information	on	recruitment	numbers	from	each	individual	country.16
There	 is	also	 the	 issue	of	publication	bias,	where	whole	 trials	disappear.	We

saw	 in	 the	 previous	 chapter	 how	 unflattering	 data	 can	 go	 missing	 in	 action.
European	 and	 US	 researchers	 with	 stable	 academic	 positions	 have	 had
difficulties	 retaining	 the	 right	 to	 publish,	 sometimes	 engaging	 in	 heated
confrontations	 with	 drug	 companies.	 It’s	 hard	 to	 imagine	 that	 such	 problems
wouldn’t	 be	 exacerbated	 in	 a	 developing	 country	 setting,	 where	 commercial
research	 has	 introduced	 unprecedented	 investment	 for	 individuals,	 institutions
and	 communities.	 This	 is	 especially	 problematic	 because	 the	 trials	 registers,
where	protocols	should	be	posted	before	a	trial	begins,	are	often	poorly	policed
around	 the	world;	 and	 trials	 from	 the	developing	world	–	or	 simply	data	 from
new	sites	–	may	only	come	to	the	attention	of	the	international	community	after
they	are	completed.
But	 there	 is	 a	more	 interesting	 problem	with	 running	 trials	 in	 such	 diverse

populations:	people,	and	medicine,	are	not	the	same	the	world	over.	It	is	known
–	 we	 shall	 see	 more	 later	 –	 that	 trials	 are	 generally	 conducted	 in	 very
unrepresentative	‘ideal’	patients,	who	are	often	less	sick	than	real-world	patients,
and	 on	 fewer	 other	 drugs.	 In	 trials	 conducted	 in	 developing	 countries,	 these
problems	 can	 be	 exacerbated.	 A	 typical	 patient	 in	 Berlin	 or	 Seattle	 with	 high
blood	 pressure	 may	 have	 been	 on	 several	 drugs	 for	 several	 years.	 Now,	 you
might	collect	data	on	the	benefits	of	a	new	blood-pressure	drug	in	Romania,	or
India,	where	 the	patients	may	not	have	been	on	any	other	medication,	because
access	 to	what	would	 be	 regarded	 as	 normal	medical	 treatment	 in	 the	West	 is
much	 less	 common.	 Are	 those	 findings	 really	 transferable,	 and	 relevant,	 to
American	patients,	on	all	their	tablets?
Beyond	differences	 in	 routine	 treatment,	 there	will	 also	be	a	different	 social

context.	 Are	 patients	 diagnosed	 with	 depression	 in	 China	 really	 the	 same	 as
patients	 diagnosed	 with	 depression	 in	 California?	 And	 then	 there	 are	 genetic
differences.	 You	 might	 know,	 from	 drinking	 with	 friends,	 that	 many	 Oriental
people	 metabolise	 drugs,	 especially	 alcohol,	 differently	 from	Westerners:	 if	 a
drug	has	few	side	effects	at	a	particular	dose	in	Botswana,	can	you	really	rely	on
that	data	for	your	patients	in	Tokyo?17
There	are	other	cultural	considerations.	Trials	are	not	simply	a	one-way	street:

they	 are	 also	 a	 way	 to	 create	 new	 markets,	 in	 countries	 like	 Brazil,	 say,	 by
reshaping	 norms	 of	 clinical	 practice,	 and	 modifying	 patients’	 expectations.
Sometimes	this	may	be	a	good	thing,	but	trials	can	also	create	expectations	for
drugs	 that	 cannot	 be	 afforded.	 And	 they	 can	 even,	 by	 distorting	 local



employment	 markets,	 draw	 good	 physicians	 away	 from	 clinical	 work	 in	 their
own	 communities,	 and	 off	 into	 research	 jobs	 (just	 as	 Europe	 has	 taken
expensively-trained	 doctors	 and	 nurses	 away	 from	 developing	 countries	 by
emigration).
But	more	than	anything,	these	trials	raise	enormous	issues	about	the	ethics	of

research,	 and	 meaningful	 informed	 consent.18	 The	 incentives	 offered	 to
participants	in	developing	countries	can	exceed	the	average	annual	wage.	Some
countries	 have	 a	 culture	 of	 ‘doctor	 knows	 best’,	 where	 patients	 will	 be	 more
likely	to	accept	unusual	or	experimental	treatments	simply	because	their	doctor
has	 offered	 them	 (a	 doctor	 with	 a	 significant	 personal	 financial	 interest,	 we
should	note,	since	they	are	paid	for	each	recruited	patient).	The	background	and
risks	–	that	a	drug	is	new,	that	they	may	actually	be	taking	a	dummy	placebo	pill
–	may	 not	 be	 clearly	 communicated	 to	 patients.	 Informed	 consent	may	 not	 be
adequately	policed.	Standards	of	ethics	oversight	can	also	vary:	 in	a	 survey	of
researchers	in	developing	countries,	half	said	their	research	was	not	reviewed	at
all	 by	 an	 institutional	 review	 board.19	 A	 review	 of	 Chinese	 trial	 publications
found	 that	 only	 11	 per	 cent	 mentioned	 ethics	 approval,	 and	 only	 18	 per	 cent
discussed	informed	consent.20	This	is	a	very	different	ethical	context	for	research
to	that	in	Europe	or	the	US;	and	while	international	regulators	have	tried	to	keep
up,	it’s	not	yet	clear	whether	the	steps	they’ve	taken	will	be	successful.21	What’s
more,	 oversight	 is	 especially	 problematic,	 since	 these	 trials	 are	 often	 used	 to
bolster	 the	marketing	 case	 for	 a	 drug	 after	 it	 has	 come	 to	market,	 and	 are	 not
included	in	the	bundle	of	documents	presented	for	regulatory	approval,	meaning
they	are	less	subject	to	Western	regulatory	control.
Outsourced	 CRO	 trials	 in	 the	 developing	 world	 also	 present	 the	 issue	 of

fairness	 that	 we	 met	 earlier	 in	 our	 discussion	 of	 phase	 1	 trials:	 the	 people
participating	 in	 trials	 are	 supposed	 to	 come	 from	 a	 population	 that	 could
reasonably	 expect	 to	 benefit	 from	 their	 results.	 In	 several	 damning	 cases,
especially	from	Africa,	it	is	very	clear	that	this	was	not	the	case.	In	some	cases,
more	horrifically,	it	seems	that	effective	treatment	which	was	available	may	have
been	withheld	as	part	of	the	drug	company’s	effort	to	conduct	a	trial.
The	most	notorious	story	is	the	Trovan	antibiotic	study	conducted	by	Pfizer	in

Kano,	 Nigeria,	 during	 a	 meningitis	 epidemic.	 An	 experimental	 new	 antibiotic
was	compared,	in	a	randomised	trial,	with	a	low	dose	of	a	competing	antibiotic
that	was	known	to	be	effective.	Eleven	children	died,	roughly	the	same	number
from	each	group.	Crucially,	the	participants	were	apparently	not	informed	about
the	experimental	nature	of	the	treatments,	and	moreover,	they	were	not	informed



that	 a	 treatment	 known	 to	 be	 effective	 was	 available,	 immediately,	 from
Médecins	sans	Frontières	next	door	at	the	very	same	facility.
Pfizer	 argued	 in	 court	 –	 successfully	–	 that	 there	was	no	 international	 norm

requiring	 it	 to	get	 informed	consent	 for	a	 trial	 involving	experimental	drugs	 in
Africa,	so	the	cases	relating	to	the	trial	should	be	heard	in	Nigeria	only.	That’s	a
chilling	thing	to	hear	a	company	claim	about	experimental	drug	trials,	and	it	was
knocked	back	in	2006	when	the	Nigerian	Ministry	of	Health	released	its	report
on	the	trial.	This	stated	that	Pfizer	had	violated	Nigerian	law,	the	UN	Convention
on	the	Rights	of	the	Child	and	the	Declaration	of	Helsinki.
This	all	took	place	in	1996,	and	was	the	inspiration	for	John	le	Carré’s	novel

The	Constant	Gardener.	You	may	think	1996	was	a	long	time	ago,	but	the	facts
in	these	matters	are	always	on	a	delay,	and	in	contentious	or	litigated	issues	the
truth	can	move	very	slowly.	In	fact,	Pfizer	only	settled	the	case	out	of	court	 in
2009,	 and	 several	 disturbing	new	elements	 of	what	 is	 clearly	 an	ongoing	 saga
emerged	 in	 the	WikiLeaks	 diplomatic	 cables	made	 public	 in	 2010.22	 One	 US
diplomatic	 cable	 describes	 a	 meeting	 in	 April	 2009	 between	 Pfizer’s	 country
manager	and	US	officials	at	the	American	embassy	in	Abuja,	where	smears	of	a
Nigerian	official	involved	in	the	litigation	are	casually	discussed.

				According	to	[Pfizer’s	country	manager],	Pfizer	had	hired	investigators	to
uncover	corruption	 links	 to	Federal	Attorney	General	Michael	Aondoakaa
to	expose	him	and	put	pressure	on	him	 to	drop	 the	 federal	cases.	He	said
Pfizer’s	investigators	were	passing	this	information	to	local	media.	A	series
of	 damaging	 articles	 detailing	Aondoakaa’s	 ‘alleged’	 corruption	 ties	were
published	in	February	and	March.	Liggeri	contended	that	Pfizer	had	much
more	 damaging	 information	 on	Aondoakaa	 and	 that	Aondoakaa’s	 cronies
were	pressuring	him	to	drop	the	suit	for	fear	of	further	negative	articles.23

Pfizer	 deny	 any	 wrongdoing	 in	 the	 Trovan	 trials,	 and	 say	 the	 statements
contained	 in	 the	 cable	 are	 false.24	 Its	 $75	million	 settlement	 was	 subject	 to	 a
confidentiality	clause.
These	issues	are	disturbing	in	themselves,	but	they	must	also	be	seen	against

the	wider	context	of	trials	in	the	developing	world	on	drugs	that	are	not	available
for	normal	clinical	use	in	those	countries.	It’s	a	classic	ethics	essay	quandary,	but
very	 much	 set	 in	 real	 life:	 imagine	 you’re	 in	 a	 country	 where	 modern	 AIDS
medicines	cannot	be	afforded.	Is	it	reasonable	to	run	a	trial	of	an	expensive	new
AIDS	drug	in	that	setting?	Even	if	it	has	been	broadly	demonstrated	to	be	safe?



What	if	the	control	group	in	your	trial	are	simply	receiving	dummy	placebo	pills,
which	 is	 to	 say,	 effectively,	 nothing?	 In	 the	 USA,	 no	 patient	 would	 receive
dummy	 sugar	 pills	 for	 AIDS.	 In	 this	 African	 country,	 perhaps	 ‘nothing’	 is	 a
commonplace	treatment.
This	is	an	area	of	considerable	obfuscation	and	embarrassment,	tangled	up	in

complex	 regulatory	 frameworks	 which	 are	 starting	 to	 change	 in	 a	 worrying
direction.	In	2009,	three	researchers	wrote	in	the	Lancet	drawing	attention	to	one
very	notable	shift.25	For	years,	they	explained,	the	FDA	had	insisted	that	when	a
company	applied	for	a	marketing	authorisation	for	a	drug	in	the	US,	all	foreign
trials	 given	 as	 evidence	 had	 to	 show	 that	 they	 were	 compliant	 with	 the
Declaration	of	Helsinki.26	In	2008	this	requirement	changed,	but	only	for	foreign
trials,	 and	 the	 FDA	 shifted	 to	 the	 International	 Conference	 on	 Harmonisation
(ICH)	Good	Clinical	Practice	(GCP)	guidelines.	These	are	not	terrible,	but	they
are	only	voted	on	by	members	from	the	EU,	the	USA	and	Japan.	They	are	also
more	focused	on	procedures,	while	Helsinki	clearly	articulates	moral	principles.
But	most	concerning	are	the	differences	in	detail,	when	you	consider	that	GCP	is
now	the	main	ethical	regulation	for	trials	in	the	developing	world.
Helsinki	 says	 that	 research	must	 benefit	 the	 health	 needs	 of	 the	 populations

where	 it	 is	 conducted.	 GCP	 does	 not.	 Helsinki	 discusses	 the	 moral	 need	 for
access	to	treatment	after	a	trial	has	finished.	GCP	does	not.	Helsinki	restricts	the
use	of	dummy	placebo	sugar	pills	in	trials,	where	there	are	effective	treatments
available.	GCP	does	not.	Helsinki	also,	incidentally,	encourages	investigators	to
disclose	funding	and	sponsors,	post	 the	study	design	publicly,	publish	negative
findings,	 and	 report	 results	 accurately.	 GCP	 does	 not.	 So	 this	 was	 not	 a
reassuring	regulatory	shift,	specifically	for	trials	conducted	outside	the	US,	and
specifically	in	2008,	at	a	time	when	studies	were	moving	outside	the	US	and	the
EU	at	a	very	rapid	pace.
It’s	 also	 worth	 mentioning	 that	 the	 pharmaceutical	 industry	 plays	 hardball

with	developing	 countries	over	 the	price	of	medicines.	Like	much	else	we	are
discussing,	 this	 is	 worthy	 of	 a	 book	 in	 its	 own	 right,	 but	 here	 is	 just	 one
illustrative	story.	In	2007	Thailand	tried	to	take	a	stand	against	the	drug	company
Abbott	over	 its	drug	Kaletra.	There	are	more	 than	half	 a	million	people	 living
with	HIV	 in	Thailand	 (many	of	 them	can	 thank	Western	 sex	 tourists	 for	 that),
and	120,000	have	AIDS.	The	country	can	afford	first-line	AIDS	drugs,	but	many
become	 ineffective	 with	 time,	 through	 acquired	 resistance.	 Abbott	 had	 been
charging	 $2,200	 a	 year	 for	 Kaletra	 in	 Thailand,	 which	 was	 –	 by	 morbid
coincidence	–	roughly	the	same	as	the	gross	income	per	capita.



We	give	drug	companies	exclusive	rights	 to	manufacture	the	treatments	 they
have	discovered	for	a	limited	period	of	time	–	usually	about	eighteen	years	–	in
order	 to	 incentivise	 innovation.	 It’s	 unlikely	 that	 the	 revenue	 available	 from
selling	 drugs	 in	 poorer	 countries	 will	 ever	 incentivise	 innovation	 of	 new
treatments	to	any	great	extent	(we	can	see	this	very	clearly	from	the	fact	that	so
many	medical	conditions	that	occur	mainly	in	developing	countries	are	neglected
by	the	pharmaceutical	 industry).	Because	of	 this	 there	are	various	 international
treaties,	such	as	 the	Doha	Declaration	of	2001,	under	which	a	government	can
declare	a	public-health	emergency,	and	start	manufacturing	or	buying	copies	of	a
patented	drug.	One	memorable	use	of	these	‘compulsory	licences’	was	when	the
US	 government	 insisted	 in	 the	 aftermath	 of	 the	 9/11	 attacks	 that	 it	 should	 be
allowed	 to	 buy	 large	 amounts	 of	 cheap	 ciprofloxacin	 to	 treat	 anthrax,	when	 it
was	worried	that	spores	were	being	sent	to	politicians	by	terrorists.
So	in	January	2007	the	Thai	government	announced	that	it	was	going	to	copy

Abbott’s	drug,	only	for	the	country’s	poor,	to	save	lives.	Abbott’s	response	was
interesting:	it	retaliated	by	completely	withdrawing	its	new	heat-stable	version	of
Kaletra	 from	 the	Thai	market,	 and	 six	other	new	drugs	 for	good	measure,	 and
then	announced	that	it	would	not	bring	these	drugs	back	to	the	Thai	market	until
the	government	promised	not	 to	use	a	 ‘compulsory	 licence’	on	 its	drugs	again.
It’s	hard	to	think	of	anything	less	in	keeping	with	the	Doha	Declaration.	If	you
want	more	moral	context,	 the	World	Health	Organization	estimates	 that	half	of
HIV	transmissions	in	Thailand	come	from	contact	between	sex	workers	and	their
clients.	 There	 are	 said	 to	 be	 two	 million	 women	 and	 800,000	 children	 under
eighteen	working	in	the	Thai	sex	trade,	much	of	which	is	servicing	Western	men,
some	of	whom	you	may	know	personally.
So	 those	are	phase	1,	2	and	3	clinical	 trials:	both	 the	science	of	 them	and,	 I

hope,	some	colour	about	 the	reality	beyond	the	protocols,	 in	 the	clinics	and	on
the	streets.	It	may	have	made	you	nervous.	The	story	from	there	on	is	simple:	the
medicines	regulator,	whether	it’s	the	FDA,	or	the	EMA,	or	some	other	country’s
body,	looks	at	the	results	from	these	phase	1,	2	and	3	trials,	works	out	if	the	drug
is	effective	and	 the	 side	effects	are	acceptable,	 then	either	asks	 for	 some	more
trials,	 tells	 the	 company	 to	 bin	 the	 drug,	 or	 lets	 it	 go	 on	 the	 market	 for
prescription	by	any	willing	doctor.	That’s	the	theory,	at	any	rate.
In	reality,	things	are	much	messier.



3

Bad	Regulators

Getting	your	drug	approved

After	all	the	effort	and	expense	of	discovering	a	molecule,	and	conducting	trials,
still	 nobody	 can	 prescribe	 your	 drug:	 first	 you	must	 go	 to	 regulators,	 and	 get
them	to	approve	it	for	marketing	in	their	territory.	Like	so	much	in	medicine,	this
field	has	been	protected	 from	public	 scrutiny	by	 the	complicated	nature	of	 the
process,	and	in	general	even	doctors	don’t	fully	understand	what	regulators	do:
as	just	one	illustration	of	this	reality,	a	2006	survey	by	Ipsos	MORI	found	that	55
per	cent	of	hospital	doctors	and	37	per	cent	of	GPs1	had	never	even	heard	of	the
MHRA,	the	UK	medicines	regulator.2
In	 principle,	 the	 job	 of	 a	 regulator	 is	 simple:	 it	 approves	 a	 drug	 in	 the	 first

place,	after	seeing	trials	that	show	it	works;	it	monitors	a	drug’s	safety	once	it’s
on	 the	 market;	 it	 communicates	 risks	 and	 hazards	 to	 doctors;	 and	 it	 removes
unsafe	 and	 ineffective	 medications	 from	 sale.	 Unfortunately,	 as	 we	 shall	 see,
regulators	are	beset	with	problems:	there	are	pressures	from	industry;	pressures
from	 government;	 problems	 with	 funding;	 issues	 of	 competence;	 conflicts	 of
interest	within	 their	own	 ranks;	 and	worst	of	 all,	 again,	 a	dangerous	obsession
with	secrecy.

Pressures	on	regulators

Sociologists	 of	 regulation	 –	 such	 people	 exist	 –	 talk	 about	 something	 called
‘regulatory	 capture’.3	 This	 is	 the	 process	 whereby	 a	 state	 regulator	 ends	 up
promoting	the	interests	of	the	industry	it	is	supposed	to	monitor,	at	the	expense



of	the	public	interest.	It	can	happen	for	a	number	of	reasons,	and	many	of	them
are	 very	 human.	 For	 example,	 if	 you	 work	 in	 the	 technical	 business	 of	 drug
approval	and	pharmacovigilance,	who	can	you	chat	 to	about	your	day’s	work?
To	your	partner,	 it’s	 all	 baffling	and	pedantic;	 but	 the	people	 in	 the	 regulatory
affairs	division	of	the	companies	you	work	with	every	day,	they	understand.	You
have	so	much	in	common	with	them.	So	industry	bodies	–	not	even	necessarily
the	pharmaceutical	companies	 themselves	–	might	offer	 things	as	 intangible	as
friendship,	and	opportunities	to	socialise.
That	 is	how	regulatory	capture	works,	and	it	has	been	discussed	at	 length	in

the	academic	literature,	as	well	as	by	those	who	seek	to	influence	regulators.	A
disarmingly	honest	illustration	of	how	industries	view	this	process	can	be	found
in	 a	 book	 called	 The	 Regulation	 Game:	 Strategic	 Use	 of	 the	 Administrative
Process:

	 	 	 	Effective	 lobbying	 requires	 close	 personal	 contact	 between	 the	 lobbyists
and	 government	 officials.	 Social	 events	 are	 crucial	 to	 this	 strategy.	 The
object	 is	 to	 establish	 long-term	 personal	 relationships	 transcending	 any
particular	 issue.	 Company	 and	 industry	 officials	 must	 be	 ‘people’	 to	 the
agency	decision-makers,	not	just	organisational	functionaries.	A	regulatory
official	 contemplating	 a	 decision	 must	 be	 led	 to	 think	 of	 its	 impact	 in
human	 terms.	 Officials	 will	 be	 much	 less	 willing	 to	 hurt	 long-time
acquaintances	than	corporations.	Of	course,	there	are	also	important	tactical
elements	 of	 lobbying…This	 is	 most	 effectively	 done	 by	 identifying	 the
leading	 experts	 in	 each	 relevant	 field	 and	 hiring	 them	 as	 consultants	 or
advisors,	or	giving	them	research	grants	and	the	like.	This	activity	requires
a	modicum	of	finesse;	it	must	not	be	too	blatant,	for	the	experts	themselves
must	 not	 recognise	 that	 they	 have	 lost	 their	 objectivity	 and	 freedom	 of
action.	At	a	minimum,	a	programme	of	this	kind	reduces	the	threat	that	the
leading	experts	will	be	available	 to	 testify	or	write	against	 the	 interests	of
the	regulated	firms.4

Then	there	is	free	movement	of	staff	between	regulators	and	drug	companies,	a
revolving	door	which	creates	problems	that	are	very	hard	to	monitor	and	contain.
Government	regulators	tend	not	to	pay	very	well,	and	after	some	time	working
for	the	MHRA	you	might	start	to	notice	that	the	people	in	the	regulatory	affairs
department	at	the	companies	you	work	with	–	the	ones	you	socialise	with	–	all
seem	 to	have	much	 smarter	 cars	 than	you.	They	 live	 in	much	more	 expensive



areas,	 and	 their	 children	 go	 to	much	 better	 schools.	 But	 they	 do	 basically	 the
same	job	as	you,	 just	on	the	other	side	of	 the	fence.	In	fact,	as	somebody	with
inside	knowledge	of	the	regulator,	you	can	be	very	valuable	to	a	pharmaceutical
company,	especially	since	it	 is	a	field	where	the	written	rules	are	often	lengthy
but	 vague,	 and	 many	 of	 the	 details	 on	 ‘what	 you	 can	 get	 away	 with’	 are
effectively	an	oral	tradition.
This	movement	 of	 personnel	 then	 creates	 a	 further	 problem:	what	 if	 people

working	for	a	regulator,	while	still	in	post,	are	thinking	of	their	future	at	a	drug
company?	It’s	possible,	after	all,	that	they	might	be	reluctant	to	make	decisions
that	would	alienate	a	potential	future	employer.	This	is	a	very	difficult	conflict	of
interest	to	monitor	and	regulate,	since	no	declarable	current	arrangement	exists;
it’s	also	hard	to	predict	who	will	move;	and	there	is	little	opportunity	to	impose
sanctions	retrospectively.	Furthermore,	if	individuals	working	at	a	regulator	are
changing	 their	 behaviour	 based	 on	 vague	 thoughts	 of	 future	 employment,	 it
probably	won’t	be	on	the	basis	of	a	specific	job	plan,	or	a	specific	exchange	of
favours,	so	clear	evidence	of	corruption	will	be	hard	to	spot.	The	whole	process
may	 not	 even	 be	 conscious,	 and	 in	 any	 case,	 all	 large	 organisations	 are	 like
container	ships,	taking	a	long	time	to	change	direction.	Rather,	you	might	see	a
shift	 in	 the	spirit	of	 the	workers,	and	a	slow,	gradual	 reorientation	of	priorities
and	implicit	organisational	goals.
The	clearest	illustration	of	how	these	problems	are	managed	by	the	European

Medicines	 Agency	 comes	 from	 the	 head	 of	 the	 organisation	 itself.	 The	 EMA
regulates	 the	pharmaceutical	 industry	 throughout	 the	whole	of	Europe,	and	has
taken	over	the	responsibilities	of	the	regulators	in	individual	member	countries.
In	December	2010	Thomas	Lonngren	stepped	down	as	its	executive	director.	On
the	28th	of	that	month	he	sent	a	letter	telling	the	EMA	management	board	that	he
was	going	to	start	working	as	a	private	consultant	to	the	pharmaceutical	industry,
starting	in	just	four	days’	time,	on	1	January	2011.5
Some	places,	and	some	fields,	have	clear	regulations	on	this	kind	of	thing.	In

the	 USA,	 for	 example,	 you	 have	 to	 wait	 a	 year	 after	 leaving	 the	 Defense
Department	 before	 you	 can	work	 for	 a	 defence	 contractor.	 After	 ten	 days	 the
chairman	of	the	EMA	wrote	back	to	Lonngren	saying	that	his	plans	were	fine.6
He	didn’t	impose	any	further	restrictions,	and	nor,	remarkably,	did	he	ask	for	any
information	on	what	kind	of	work	Lonngren	planned	to	do.7	Lonngren	had	said
in	his	letter	that	there	would	be	no	conflict	of	interest,	and	that	was	enough	for
everyone	concerned.
My	 concern	 here	 is	 not	 Thomas	Lonngren	 –	 although	 I	 think	we	would	 all



struggle	to	be	impressed	by	his	behaviour,	since	we	are	all,	in	Europe	at	any	rate,
his	former	employers.	This	story	is	interesting,	rather,	for	what	it	tells	us	about
the	EMA	and	 its	casual	approach	 to	 these	kinds	of	problems.	A	man	who	was
previously	overseeing	the	approval	of	new	medicines	now	advises	companies	on
how	to	get	their	drugs	approved,	having	given	the	EMA	four	days’	notice	of	this
plan,	between	Christmas	and	New	Year,	and	nobody	in	the	organisation	regards
that	as	a	problem,	even	though	it	represents	a	staggering	conflict	of	interest.	In
fact,	this	is	not	so	unusual:	the	Corporate	Europe	Observatory	recently	produced
a	report	detailing	fifteen	similar	cases	of	senior	EU	officials	passing	through	the
revolving	door	between	government	and	industry.8
But	 regulator	 employees	 aren’t	 the	 only	 people	 operating	with	 a	 conflict	 of

interest	 (a	 notion	 I’ll	 examine	 more	 in	 Chapter	 6).	 Many	 of	 the	 patient
representatives	 who	 sit	 on	 boards	 at	 the	 EMA,	 including	 the	 two	 on	 their
management	board,	come	from	organisations	heavily	funded	by	pharmaceutical
companies.	This	is	despite	EMA	rules	stating	that	‘members	of	the	Management
Board…shall	not	have	financial	or	other	interests	in	the	pharmaceutical	industry
which	could	affect	their	impartiality’.
The	 same	problem	exists	 among	 the	 scientific	 and	medical	 experts	 advising

the	agencies,	and	sitting	on	their	boards.	In	the	USA,	at	the	FDA	meeting	on	how
to	manage	controversial	cox-2	painkiller	drugs	like	Vioxx,	ten	out	of	thirty-two
members	of	the	panel	had	some	kind	of	conflict	of	interest,	and	nine	of	those	ten
voted	to	keep	the	drugs	on	the	market,	compared	with	the	60/40	split	among	the
remainder	 of	 the	 committee.	 Research	 reviewing	 a	 long	 series	 of	 FDA	 votes
found	that	experts	are	slightly	more	likely	to	vote	in	a	company’s	interest	if	they
have	a	financial	tie	to	that	company.9
There	 are	 endless	 stories	 of	 conflicts	 of	 interest	 at	 the	FDA,	 and	 regulatory

decisions	that	have	been	distorted	by	political	pressure.	I	don’t	find	these	kinds
of	 stories	 very	 interesting	 (though	 I’m	 glad	 others	 document	 them),	 because
they’re	often	more	soap	opera	than	science,	but	there’s	plainly	a	problem,10	and
it’s	 not	 a	 new	 one.	 In	 the	 1950s,	 US	 Senator	 Estes	 Kefauver	 ran	 a	 series	 of
hearings	into	the	activities	of	the	FDA.	He	noted	that	drugs	were	often	approved
despite	 offering	 no	 new	 benefits.	 Along	 with	 many	 other	 changes,	 he
recommended	 that	 drugs	 should	 be	 licensed,	 and	 then	 be	 subject	 to	 rigorous
subsequent	reviews	for	renewal	once	they	were	on	the	market,	but	FDA	officials
opposed	 him,	 and	 medical	 officers	 there	 complained	 extensively	 of	 industry
influence.	 One	 possible	 explanation	 for	 this	 odd	 situation	 comes	 from	 the
payments	that	were	uncovered:	the	head	of	one	division	had	received	$287,000



from	drug	companies,	which	is	over	$2	million	in	today’s	money.11
Today,	 a	 troubling	 sense	 of	 distorted	 priorities	 can	 still	 be	 detected	 in

anonymous	 surveys	of	people	working	at	 the	 regulators,	 though	 the	 influences
appear	 to	 be	 political	 rather	 than	 financial.	 The	 fabulously	 named	 ‘Union	 of
Concerned	Scientists’	recently	surveyed	1,000	scientists	working	at	the	FDA	and
found	that	61	per	cent	said	they	knew	of	cases	where	‘Department	of	Health	and
Human	 Services	 or	 FDA	 political	 appointees	 have	 inappropriately	 injected
themselves	 into	 FDA	 determinations	 or	 actions’.	 A	 fifth	 said	 that	 they
themselves	 ‘have	 been	 asked,	 for	 non-scientific	 reasons,	 to	 inappropriately
exclude	 or	 alter	 technical	 information	 or	 their	 conclusions	 in	 a	 FDA	 scientific
document’.	Only	47	per	cent	thought	the	FDA	‘routinely	provides	complete	and
accurate	 information	 to	 the	 public’.12	 If	 you’re	 worried	 about	 a	 think	 tank
conducting	 a	 survey,	 the	 US	 Department	 of	 Health	 and	 Human	 Services	 had
conducted	a	similar	one	 two	years	earlier:	again,	a	 fifth	of	 those	surveyed	said
they	 had	 been	 pressured	 to	 approve	 a	 drug	 despite	 reservations	 about	 efficacy
and	safety.13
Then	 there	 are	 testimonies	 from	 within	 the	 organisation.	 During	 the

withdrawal	of	Vioxx	from	the	market,	several	questionable	decisions	were	made
by	 the	 FDA.	 Afterwards,	 David	 Graham,	 Associate	 Director	 for	 Science	 and
Medicine	 in	 the	 Office	 of	 Drug	 Safety,	 told	 the	 US	 Senate	 Committee	 on
Finance:	‘The	FDA	has	become	an	agent	of	industry.	I	have	been	to	many,	many
internal	meetings,	and	as	soon	as	a	company	says	it	is	not	going	to	do	something,
the	 FDA	 backs	 down.	 The	 way	 it	 talks	 about	 industry	 is	 “our	 colleagues	 in
industry”.’
Various	 suggestions	have	been	made,	over	 the	years,	on	how	 to	manage	 the

problem	of	 regulatory	 experts	with	 industry	 ties.	One,	 of	 course,	 is	 to	 exclude
them	 from	 the	 decision-making	 process	 completely,	 though	 this	 can	 introduce
new	problems,	if	it	is	hard	to	find	anyone	with	no	such	ties.	This	is	not	because
academics	are	all	corrupt	or	money-grabbing,	but	rather	because	university	staff
have	 been	 energetically	 encouraged	 to	 work	 collaboratively	 with	 industry	 for
over	two	decades,	by	governments	around	the	world,	in	the	belief	that	this	will
stimulate	 innovation	 and	 reduce	 costs	 for	 the	 public	 sector.	 Having	 actively
created	 this	 situation,	 it	would	 be	 bizarre	 if	we	 now	had	 to	 seriously	 consider
excluding	some	of	our	best	academics	from	being	able	to	inform	us	on	issues	of
efficacy	 and	 safety.	 The	 question,	 then,	 becomes	 how	 we	 can	 monitor	 and
contain	the	conflicts	of	interest	that	arise.
A	second	suggestion	is	that	the	membership	and	voting	of	these	panels	should



be	open.	On	this,	the	FDA	is	far	ahead	of	the	EMA,	where	membership,	voting
and	 comments	 have	 been	 secret	 since	 its	 inception,	 with	 some	 promises	 of
greater	transparency	being	made	in	the	past	year	(you	will	know	from	what	you
have	already	read	not	to	judge	a	promise	from	the	EMA	at	face	value,	but	to	wait
and	see	what	actually	happens).	It’s	worth	saying	here	that	while	I	don’t	think	it
should	 change	 anyone’s	 mind	 about	 transparency,	 there	 is	 one	 argument	 for
secret	meetings	with	unattributed	comments:	people	may	be	more	candid	if	they
know	they	are	speaking	off	the	record,	unattributably.	‘I	shouldn’t	tell	you	this,’
a	professor	might	say	to	a	room	full	of	people	he	trusts,	‘but	everyone	at	MGB
knows	that	drug	is	rubbish,	and	the	latest	unreported	trial	is	looking	bad	too.’
There	are	other	quirks	that	lead	regulators	to	feel	–	perhaps	–	disoriented	as	to

where	 their	 allegiances	 lie.	 Up	 until	 2010,	 for	 example,	 the	 EMA	 sat	 in	 the
European	Commission’s	Enterprise	 and	 Industry	Directorate,	 rather	 than	under
health,	which	might	make	you	worry	that	political	oversight	was	more	focused
on	 the	 economic	 benefits	 of	 a	 friendly	 relationship	 with	 the	 $600	 billion
pharmaceutical	industry	than	on	the	interests	of	patients.14
In	 both	 the	 United	 States	 and	 the	 European	 Union,	 regulators	 are	 paid	 for

almost	 entirely	 by	 drug	 companies,	 through	 the	 fees	 that	 are	 paid	 to	 pass
regulatory	hurdles.	Until	a	few	years	ago,	when	approval	was	centralised	to	the
EMA,	 this	 was	 a	 particular	 source	 of	 concern	 in	 Europe,	 because	 drug
companies	 could	 choose	which	 country	 they	would	 seek	 approval	 in,	 and	 this
created	something	of	a	competition.	Overall	this	payment	model	has	created	an
impression	 that	 the	companies	are	 the	customer,	but	 this	 is	not	simply	because
they	 write	 the	 cheques:	 this	 change	 in	 funding	 was	 brought	 in	 specifically	 to
improve	approval	times	for	industry.

Approving	a	drug

So	what	do	regulators	mean	by	‘effective’	when	they	measure	the	benefits	of	a
new	 drug?	 The	 specific	 details	 for	 each	 drug	 are	 often	 a	 matter	 of	 ad	 hoc
negotiation,	 and	 in	 the	dark	 arts	 of	getting	 a	drug	 approved,	 inside	knowledge
and	 oral	 tradition	 are	 often	 as	 valuable	 as	 knowing	 the	 rules:	 for	 example,
research	has	shown	that	applications	from	large	companies,	which	have	greater
experience	of	the	regulatory	process,	pass	through	to	approval	faster	than	those
from	smaller	companies.	In	general,	however,	a	company	would	expect	to	have
to	provide	two	or	three	trials,	with	a	thousand	or	more	participants,	showing	that



its	drug	works.
This	is	where	the	smoke	and	mirrors	begin.	Although	the	notion	of	a	simple

randomised	 trial	 should	 be	 straightforward,	 in	 reality	 there	 are	 all	 kinds	 of
distortions	and	perversions	that	can	come	into	play,	in	the	comparisons	that	are
made,	and	the	outcomes	that	are	measured	for	success.	For	me,	‘What	works?’	is
the	most	basic	practical	 question	 that	 every	patient	 faces,	 and	 the	 answer	 isn’t
complicated.	Patients	want	to	know:	what’s	the	best	treatment	for	my	disease?
The	 only	way	 to	 answer	 this	 question	when	 a	 new	 drug	 comes	 along	 is	 by

comparing	it	against	the	best	currently	available	treatment.	But	that	is	not	what
drug	regulators	require	of	a	treatment	for	it	to	get	onto	the	market.	Often,	even
when	 there	 are	 effective	 treatments	 around	 already,	 regulators	 are	 happy	 for	 a
company	 simply	 to	 show	 that	 its	 treatment	 is	 better	 than	 nothing	 –	 or	 rather,
better	 than	 a	 dummy	placebo	pill	with	 no	medicine	 in	 it	 –	 and	 the	 industry	 is
happy	to	clear	that	low	bar.

‘Better	than	nothing’

This	raises	several	serious	problems,	the	first	of	which	is	ethical.	It’s	obviously
wrong	 to	put	 patients	 in	 a	 trial	where	half	 of	 them	will	 be	given	 a	placebo,	 if
there	is	a	currently	available	option	which	is	known	to	be	effective,	because	you
are	 actively	 depriving	 half	 of	 your	 patients	 of	 treatment	 for	 their	 disease.
Remember,	 these	 are	 not	 healthy	 volunteers,	 giving	 their	 bodies	 over	 for
financial	 reward:	 these	 are	 real	 patients,	 often	with	 serious	medical	 problems,
hoping	 for	 treatment	 and	 exposing	 themselves	 to	 some	 inconvenience	 (but
hopefully	no	more	than	that)	in	order	to	advance	the	state	of	medical	knowledge
for	other	sufferers	in	the	future.
What’s	more,	if	patients	participate	in	a	trial	 that	uses	a	placebo	instead	of	a

currently	 available	 effective	 treatment,	 they	are	 suffering	a	double	 sting.	 In	 all
likelihood,	the	trial	they’re	taking	part	in	is	not	attempting	to	answer	a	clinically
meaningful	question,	relevant	to	medical	practice.	Because	doctors	and	patients
aren’t	interested	in	whether	a	new	drug	is	better	than	nothing,	except	as	a	matter
of	 the	 most	 abstract	 and	 irrelevant	 science.	 We’re	 interested	 in	 the	 practical
question	of	whether	it’s	better	than	the	best	currently	available	option,	and	when
a	drug	is	approved,	at	the	very	least	we’d	expect	to	see	trials	which	answer	this
question.
That	is	not	what	we	get.	A	paper	from	2011	looked	at	the	evidence	supporting



every	single	one	of	the	197	new	drugs	approved	by	the	FDA	between	2000	and
2010,	at	the	time	they	were	approved.15	Only	70	per	cent	had	data	to	show	they
were	 better	 than	 other	 treatments	 (and	 that’s	 after	 you	 ignore	 drugs	 for
conditions	 for	 which	 there	 was	 no	 current	 treatment).	 A	 full	 third	 had	 no
evidence	 comparing	 them	 with	 the	 best	 currently	 available	 treatment,	 even
though	that’s	the	only	question	that	matters	to	patients.
As	 we	 have	 seen,	 the	 Declaration	 of	 Helsinki	 is	 pretty	 hot	 on	 patients	 not

being	exposed	to	unnecessary	harm	in	trials.	It	started	to	get	hot	on	the	misuse	of
placebos	in	a	2000	amendment	which	says	 that	 the	use	of	dummy	pills	 is	only
acceptable	when

				for	compelling	and	scientifically	sound	methodological	reasons	[placebo]	is
necessary	 to	 determine	 the	 efficacy	 or	 safety	 of	 an	 intervention	 and	 the
patients	who	receive	placebo…will	not	be	subject	to	any	risk	of	serious	or
irreversible	harm.	Extreme	care	must	be	taken	to	avoid	abuse	of	this	option.

You	will	be	interested	to	note	that	this	amendment	marked	the	beginning	of	the
process	by	which	 the	FDA	distanced	 itself	 from	Helsinki	as	 its	main	source	of
regulatory	 guidance,	 especially	 for	 trials	 conducted	 outside	 the	 USA	 (as	 we
discussed	earlier,	in	the	section	on	CROs).16
This	 same	 perverse	 problem	 of	 inadequate	 comparators	 also	 exists	 in	 the

EU.17	To	get	 a	 licence	 to	market	your	drug,	 the	EMA	does	not	 require	you	 to
show	 that	 it	 is	 better	 than	 the	 best	 currently	 available	 treatment,	 even	 if	 that
treatment	 is	 universally	 used:	 you	 simply	 have	 to	 show	 that	 it	 is	 better	 than
nothing.	A	 study	 from	 2007	 found	 that	 only	 half	 the	 drugs	 approved	 between
1999	and	2005	had	been	studied	in	comparison	with	other	treatments	at	the	time
they	 were	 allowed	 onto	 the	 market	 (and,	 shamefully,	 only	 one	 third	 of	 those
trials	were	published	and	publicly	accessible	to	doctors	and	patients).18
Many	 researchers	have	argued	 for	 this	problem	of	 ‘Better	 than	what?’	 to	be

flagged	up	as	prominently	as	possible,	ideally	on	the	leaflet	that	patients	receive
in	 the	packet,	 since	 this	 is	 the	only	part	of	 the	marketing	and	communications
process	 on	 which	 the	 regulators	 can	 exert	 clear,	 unambiguous	 control.	 One
recent	 paper	 suggested	 some	 plain,	 simple	 wording:	 ‘Although	 this	 drug	 has
been	 shown	 to	 lower	 blood	 pressure	more	 effectively	 than	 placebo,	 it	 has	 not
been	shown	to	be	more	effective	than	other	members	of	the	same	drug	class.’19
It	has	been	ignored.



Surrogate	outcomes

Placebo	controls	are	not	the	only	problem	with	the	trials	that	are	used	to	obtain
marketing	approval.	Often,	drugs	are	approved	despite	showing	no	benefit	at	all
on	 real-world	 outcomes,	 such	 as	 heart	 attacks	 or	 death:	 instead,	 they	 are
approved	 for	 showing	 a	 benefit	 on	 ‘surrogate	 outcomes’,	 such	 as	 a	 blood	 test,
that	is	only	weakly	or	theoretically	associated	with	the	real	suffering	and	death
that	we	are	trying	to	avoid.
This	 is	 best	 understood	 with	 an	 example.	 Statins	 are	 drugs	 that	 lower

cholesterol,	 but	 you	 don’t	 take	 them	 because	 you	 want	 to	 change	 your
cholesterol	figures	on	a	blood	test	printout:	you	take	them	because	you	want	to
lower	your	risk	of	having	a	heart	attack,	or	dying.	Heart	attack	and	death	are	the
real	 outcomes	 of	 interest	 here,	 and	 cholesterol	 is	 just	 a	 surrogate	 for	 those,	 a
process	outcome,	 something	 that	we	hope	 is	 associated	with	 the	 real	outcome,
but	it	might	not	be,	either	not	at	all,	or	perhaps	not	very	well.
Often	 there	 is	 a	 fair	 reason	 for	using	 a	 surrogate	outcome,	not	 as	your	only

indicator,	but	at	least	for	some	of	the	data.	People	take	a	long	time	to	die	(it’s	one
of	the	great	problems	of	research,	if	you	can	forgive	the	thought),	so	if	you	want
an	answer	quickly,	you	can’t	wait	around	for	them	to	have	a	heart	attack	and	die.
In	 these	 circumstances,	 a	 surrogate	 outcome	 like	 a	 blood	 test	 is	 a	 reasonable
thing	to	measure,	as	an	interim	arrangement.	But	you	still	have	to	do	long-term
follow-up	 studies	 at	 some	 stage,	 to	 find	out	 if	 your	 hunch	 about	 the	 surrogate
outcome	was	right	after	all.	Unfortunately,	the	incentives	for	companies	–	which
are	by	far	the	largest	funders	of	trials	–	are	all	focused	on	short-term	gains,	either
to	get	 their	drug	on	the	market	as	soon	as	possible,	or	 to	get	results	before	 the
drug	comes	off	patent,	while	it	still	belongs	to	them.
This	is	a	major	problem	for	patients,	because	benefits	on	surrogate	endpoints

often	don’t	translate	into	real-life	benefits.	In	fact,	the	history	of	medicine	is	full
of	examples	where	quite	the	opposite	was	true.
Probably	the	most	dramatic	and	famous	comes	from	the	Cardiac	Arrhythmia

Suppression	 Trial	 (CAST),	 which	 tested	 three	 anti-arrhythmic	 drugs	 to	 see	 if
they	 prevented	 sudden	 death	 in	 patients	who	were	 at	 higher	 risk	 because	 they
had	 a	 certain	 kind	 of	 abnormal	 heart	 rhythm.20	 The	 drugs	 prevented	 these
abnormal	rhythms,	so	everyone	thought	they	must	be	great:	they	were	approved
onto	the	market	to	prevent	sudden	death	in	patients	with	abnormal	rhythms,	and
doctors	felt	pretty	good	about	prescribing	them.	When	a	proper	trial	measuring



death	was	 conducted,	 everyone	 felt	 a	 bit	 embarrassed:	 the	 drugs	 increased	 the
risk	of	death	to	such	a	huge	extent	that	the	trial	had	to	be	stopped	early.	We	had
been	 cheerfully	 handing	 out	 tablets	 that	 killed	 people	 (it’s	 been	 estimated	 that
well	over	a	hundred	thousand	people	died	as	a	result).
Even	when	 they	don’t	actively	 increase	your	 risk	of	death,	 sometimes	drugs

which	 work	 well	 to	 change	 surrogate	 outcomes	 simply	 don’t	 make	 any
difference	 to	 the	 real	 outcomes	 that	we’re	most	 interested	 in.	Doxazosin	 is	 an
expensive	 branded	 blood-pressure	 drug,	 and	 it	 works	 extremely	 well	 for
lowering	 the	 blood-pressure	 reading	 in	 a	 doctor’s	 office	 –	 about	 as	 well	 as
chlorthalidone,	 a	 simple	 old-fashioned	 blood-pressure	 drug	 that	 has	 been	 off
patent	for	many	years.	Eventually,	a	 trial	was	done	comparing	the	two	on	real-
world	 outcomes	 like	 heart	 failure	 (using	 government	 funding,	 since	 it	 was	 in
nobody’s	 financial	 interest);	 and	 it	 had	 to	 stop	 early,	 because	 patients	 on
doxazosin	were	doing	so	much	worse.21	The	manufacturer	of	doxazosin,	Pfizer,
mounted	a	magnificent	marketing	campaign,	and	there	was	barely	any	change	in
the	use	of	the	drug.22	I	will	discuss	this	kind	of	campaigning	later.
There	 are	 endless	 examples	 of	 drugs	 for	which	 the	 only	 evidence	 available

uses	surrogate	outcomes.	If	you	have	diabetes,	the	thing	you’re	worried	about	is
death,	 and	 horrible	 problems	 in	 your	 feet,	 your	 kidneys,	 your	 eyes	 and	 so	 on.
You	worry	about	your	blood-sugar	level	and	your	weight	because	they	are	useful
guides	to	whether	your	diabetes	is	under	control,	but	they’re	nothing	compared
to	the	basic	important	question:	will	this	drug	actually	reduce	my	risk	of	dying?
Right	 now,	 there	 are	 all	 sorts	 of	 new	 diabetes	 drugs	 on	 the	 market.	 The
‘glucagon-like	peptide-1	receptor	drugs’,	for	example,	are	pretty	exciting	to	a	lot
of	doctors.	If	you	look	at	the	latest	systematic	review	of	their	benefits,	published
in	December	2011	 (this	 one	 just	 happens	 to	be	open	 in	 front	 of	me	–	 it	 could
have	been	any	number	of	drugs)	you	will	see	that	they	lower	blood	sugar,	lower
blood	 pressure,	 lower	 cholesterol,	 and	 all	 this	 great	 stuff;23	 but	 nobody’s	 ever
checked	to	see	if	they	actually	stop	you	dying,	which	is	all	that	the	people	taking
them	really	care	about.
The	 same	 goes	 for	 side	 effects.	 Depo-provera	 is	 a	 reasonably	 good

contraceptive,	 but	 there’s	 some	 concern	 about	 whether	 it	 makes	 you	 more
vulnerable	 to	 fractures.	 The	 research	 into	 this	 looks	 at	 bone	 mineral	 density,
rather	than	actual	fractures.24
When	you	 come	 to	 get	 your	 drug	 approved	 to	 go	 on	 the	market,	 regulators

will	often	permit	you	to	show	proof	of	effectiveness	only	on	surrogate	outcomes.
For	 ‘accelerated	 approval’,	 for	 drugs	 that	 are	 the	 first	 in	 a	 new	 class,	 or	 are



treating	 a	 condition	 that	 has	 no	 current	 treatment,	 they	may	 let	 you	 get	 away
with	a	 surrogate	outcome	 that	has	barely	been	validated,	which	means	 there	 is
very	 little	 research	 into	 how	 well	 it	 really	 is	 associated	 with	 the	 real-world
outcomes	 of	 the	 disease.	 For	 context	 here,	 it’s	 worth	 remembering	 that	 the
examples	above,	where	we	were	misled,	came	from	surrogate	outcomes	that	are
regarded	as	‘well	validated’.	This	would	be	fine	if	getting	onto	the	market	was
just	 the	 beginning	 of	 the	 story,	 a	 starting	 gun	 for	 cautious	 prescription,	 in	 the
context	of	 larger	monitoring	of	 real-world	outcomes.	Unfortunately,	as	we	will
now	see,	things	aren’t	like	that.

Accelerated	approval

Gathering	and	assessing	trial	evidence	takes	a	long	time,	but	regulators	have	to
balance	several	opposing	forces.	Doctors	with	an	eye	on	public	health	are	often
keen	 to	make	 sure	 that	 the	evidence	 for	 a	new	product	 is	 as	good	as	possible,
partly	because	many	new	drugs	are	only	trivially	useful	in	comparison	with	what
already	 exists;	 but	 also	 because	 the	 pre-approval	 period	 is	 the	 time	 when
demands	on	a	drug	company	for	compelling	research	are	most	likely	to	be	met.
Drug	 companies,	meanwhile,	would	 like	 to	 get	 their	 drug	 on	 the	market	 as

swiftly	and	cheaply	as	possible.	This	isn’t	just	impatience	for	revenue;	it’s	also	a
fear	 of	 losing	 revenue	 outright,	 because	 the	 clock	 is	 already	 ticking	 for	 patent
expiry	even	before	the	approval	process	starts.	That	strong	commercial	incentive
is	communicated	in	muscular	fashion	to	governments,	which	push	regulators	to
approve	rapidly,	and	often	measure	speed	of	approval	as	a	key	outcome	for	the
regulator.
This	can	have	worrying	effects,	which	might	lead	you	to	believe	that	quality

of	evidence	is	not	the	only	factor	affecting	a	drug’s	approval.	For	many	decades,
for	 example,	 the	 FDA’s	 performance	 was	 measured	 by	 how	 many	 drugs	 it
managed	to	approve	in	each	calendar	year.25	This	led	to	a	phenomenon	known	as
the	‘December	Effect’,	whereby	a	very	large	proportion	of	the	year’s	approvals
were	rushed	through	in	a	panic	during	the	last	few	weeks	around	Christmas.	By
graphing	 the	 proportion	 of	 approvals	 that	 were	 made	 in	 December	 over	 the
course	of	thirty	years	(below,	from	Carpenter	2010),	we	can	see	the	size	of	this
effect,	and	also	trace	the	arrival	of	a	more	aggressive	pro-industry	stance	during
Ronald	 Reagan’s	 presidency	 (1981–89).	 If	 approvals	 were	 evenly	 distributed
throughout	the	year,	we’d	expect	to	only	see	8	per	cent	in	each	month:	during	the



late	eighties,	the	proportion	passing	in	December	rose	to	more	than	half,	and	it’s
hard	to	believe	that	this	was	simply	when	the	assessments	were	complete.

These	kinds	of	pressures	can	also	be	seen	in	the	approval	times	for	medicines,
which	have	fallen	hugely	around	the	world:	in	the	US	they	have	reduced	by	half
since	1993,	on	the	back	of	previous	cuts	before	that;	and	in	the	UK	they	dropped
even	more	dramatically,	from	154	working	days	in	1989	to	forty-four	days	just	a
decade	later.
It	 would	 be	 a	mistake	 to	 imagine	 that	 drug	 companies	 are	 the	 only	 people

applying	 pressure	 for	 fast	 approvals.	 Patients	 can	 also	 feel	 they	 are	 being
deprived	of	access	to	drugs,	especially	if	they	are	desperate.	In	fact,	in	the	1980s
and	1990s	the	key	public	drive	for	faster	approvals	came	from	an	alliance	forged
between	drug	companies	and	AIDS	activists	such	as	ACT	UP.
At	 the	 time,	 HIV	 and	 AIDS	 had	 suddenly	 appeared	 out	 of	 nowhere,	 and

young,	 previously	 healthy	 gay	 men	 were	 falling	 ill	 and	 dying	 in	 terrifying
numbers,	with	no	treatment	available.	We	don’t	care,	they	explained,	if	the	drugs
that	are	currently	being	researched	for	effectiveness	might	kill	us:	we	want	them,
because	 we’re	 dying	 anyway.	 Losing	 a	 couple	 of	 months	 of	 life	 because	 a
currently	unapproved	drug	turned	out	to	be	dangerous	was	nothing,	compared	to



a	shot	at	a	normal	lifespan.	In	an	extreme	form,	the	HIV-positive	community	was
exemplifying	the	very	best	motivations	that	drive	people	to	participate	in	clinical
trials:	they	were	prepared	to	take	a	risk,	in	the	hope	of	finding	better	treatments
for	 themselves	 or	 others	 like	 them	 in	 the	 future.	 To	 achieve	 this	 goal	 they
blocked	traffic	on	Wall	Street,	marched	on	the	FDA	headquarters	 in	Rockville,
Maryland,	and	campaigned	tirelessly	for	faster	approvals.
As	a	result	of	this	campaign,	a	series	of	new	regulations	were	implemented	to

allow	accelerated	approval	of	 certain	new	drugs.	This	 legislation	was	 intended
for	use	on	lifesaving	drugs,	in	situations	where	there	was	no	currently	available
medical	 treatment.	 Unfortunately,	 now	 that	 they	 have	 been	 in	 place	 for	 more
than	a	decade,	we	can	see	that	this	is	not	how	they	have	been	used.

Midodrine

Once	a	drug	has	been	approved	it	is	very	rare	for	a	regulator	to	remove	it	from
the	market,	 especially	 if	 the	 only	 issue	 is	 lack	of	 efficacy,	 rather	 than	patients
actively	dying	because	of	side	effects.	Where	they	do	finally	make	such	a	move,
it	is	usually	after	phenomenal	delay.
Midodrine	 is	 a	 drug	 used	 to	 treat	 ‘orthostatic	 hypotension’,	 a	 drop	 in	 blood

pressure	 causing	 dizziness	 when	 you	 stand	 up.26	 While	 this	 is	 doubtless
unpleasant	 for	 those	who	experience	 it,	 and	 there	may	be	an	 increased	 risk	of,
say,	 falls	when	 feeling	dizzy,	 this	 condition	 is	 generally	 not	what	most	 people
would	regard	as	serious	or	life-threatening.	Furthermore,	the	extent	to	which	it	is
regarded	 as	 a	 singular	medical	 problem	varies	 between	 countries	 and	 cultures.
But	 because	 there	were	 no	 previous	 drugs	 available	 to	 treat	 it,	midodrine	was
able	 to	 be	 approved	 through	 the	 accelerated	 programme,	 in	 1996,	 with	 weak
evidence,	but	the	promise	of	better	studies	to	follow.
Specifically,	midodrine	was	approved	on	 the	basis	of	 three	very	 small,	brief

trials	(two	of	them	only	two	days	long)	in	which	many	of	the	people	receiving
the	 drug	 dropped	 out	 of	 the	 study	 completely.	 These	 trials	 showed	 a	 small
benefit	on	a	surrogate	outcome	–	changes	in	blood-pressure	recordings	when	the
participants	 stood	 up	 –	 but	 no	 benefit	 on	 real-world	 outcomes	 like	 dizziness,
quality	of	 life,	 falls,	 and	so	on.	Because	of	 this,	after	midodrine	was	approved
through	the	urgent	approval	scheme,	 the	manufacturer,	Shire,	had	to	promise	it
would	do	more	research	once	the	drug	was	on	the	market.
Year	after	year,	no	satisfactory	trials	appeared.	In	August	2010,	fourteen	years



later,	 the	FDA	announced	 that	 unless	Shire	 finally	 produced	 some	 compelling
data	 showing	 that	 midodrine	 improved	 actual	 symptoms	 and	 day-to-day
function,	rather	than	some	numbers	on	a	blood-pressure	machine	after	one	day,	it
would	 take	 the	 drug	 off	 the	market	 for	 good.27	 This	 seemed	 like	 an	 assertive
move	 which	 should	 finally	 provoke	 compliance,	 but	 the	 result	 was	 quite	 the
opposite.	Effectively,	the	company	said:	‘Fine.’	The	drug	was	off	patent:	anyone
could	make	it,	and	indeed	Shire	now	only	made	1	per	cent	of	the	midodrine	sold,
with	 Sandoz,	 Apotex,	Mylan	 and	 other	 companies	making	 the	 rest.	 In	 such	 a
crowded	 market	 there	 was	 very	 little	 money	 to	 be	 made	 from	 selling	 this
medicine,	and	certainly	no	 incentive	 to	 invest	 in	 research	 that	would	only	help
other	companies	sell	a	hundred	times	more	of	the	same	product.	Fourteen	years
on	from	midodrine’s	original	approval,	the	FDA	found	that	there	is	such	a	thing
as	being	simply	too	late.
But	that	was	not	the	end	of	the	story.	Suddenly	a	vast	army	of	midodrine	users

and	 special-interest	 patient	 groups	 appeared,	 with	 politicians	 at	 their	 helm:
100,000	patients	had	filed	prescriptions	for	the	drug	in	2009	alone.	To	them,	this
pill	was	 a	 life-saver,	 and	 the	only	drug	 available	 to	 treat	 their	 condition.	 If	 all
companies	were	going	to	be	banned	from	making	it,	with	the	drug	taken	off	the
market,	this	would	be	a	disaster.	The	fact	that	no	trial	had	ever	demonstrated	any
concrete	benefit	was	irrelevant:	quack	remedies	such	as	homeopathy	continue	to
maintain	 a	 viciously	 loyal	 fan	 base,	 despite	 the	 fact	 that	 homeopathic	 pills	 by
definition	 contain	 no	 ingredients	 at	 all,	 and	 despite	 research	 overall	 showing
them	 to	perform	no	better	 than	placebo.*	These	midodrine	patients	didn’t	 care
about	what	trials	found:	they	‘knew’	that	their	drug	worked,	with	the	certainty	of
true	believers.	And	now	the	government	was	planning	to	take	it	away	because	of
some	complicated	administrative	transgression.	Surrogate	what?	This	must	have
sounded	like	irrelevant	word-play	from	where	they	were	trying	to	stand.
The	 FDA	was	 forced	 to	 backtrack,	 and	 leave	 the	 drug	 on	 the	market.	 Slow

negotiations	have	continued	over	the	post-marketing	trials,	but	the	FDA	now	has
very	little	leverage	with	any	company	over	this	drug.	Almost	two	decades	after
midodrine	was	first	approved	as	an	urgent,	exceptional	case,	the	drug	companies
are	still	making	promises	to	do	proper	trials.	As	of	2012,	these	trials	are	nowhere
to	be	seen.
This	 is	 a	 serious	 problem,	 and	 it	 goes	way	beyond	 this	 single,	 rather	 trivial

medicine.	The	General	Accounting	Office	is	the	investigative	audit	branch	of	the
US	Congress.	 In	 2009,	 it	 examined	 the	 FDA’s	 failure	 to	 chase	 these	 kinds	 of
post-approval	studies,	and	 its	 findings	were	damning:	between	1992	and	2008,



ninety	 drugs	 had	 been	 given	 accelerated	 approval	 on	 the	 basis	 of	 surrogate
endpoints	alone,	with	the	drug	companies	making	a	commitment	to	conduct	144
trials	 in	 total.	 As	 of	 2009,	 one	 in	 every	 three	 of	 those	 trials	 was	 still
outstanding.28	 No	 drug	 had	 ever	 been	 taken	 off	 the	 market	 because	 its
manufacturer	had	failed	to	hand	over	outstanding	trial	data.
The	British	academic	John	Abraham	is	a	social	scientist	who	has	done	more

than	anyone	to	shine	a	light	into	the	traditions	and	processes	of	regulators	around
the	 world.	 He	 has	 concluded	 that	 accelerated	 approval	 is	 simply	 part	 of	 a
consistent	trend	towards	deregulation,	for	the	benefit	of	the	industry.	It’s	useful
to	walk	 through	 just	one	of	 the	case	 studies	he	has	worked	on,	with	colleague
Courtney	 Davis,	 to	 see	 how	 regulators	 around	 the	 world	 dealt	 with	 the	 best
possible	candidates	for	these	urgent	assessments.29
Gefitinib	 (brand	 name	 Iressa)	 is	 a	 cancer	 drug	 made	 by	 AstraZeneca,	 for

desperate	patients	who	have	reached	the	end	of	the	line.	It’s	approved	for	non-
small-cell	 lung	 cancer,	 which	 is	 a	 serious	 life-threatening	 diagnosis,	 and	 it’s
approved	for	use	as	‘third-line’	treatment,	after	all	else	has	failed.	Its	accelerated
approval	 was	 driven	 partly	 by	 patient	 campaigning,	 just	 like	 the	 AIDS
campaigners	who	 drove	 the	 introduction	 of	 accelerated	 approval	 legislation	 in
the	first	place.	It’s	also	a	good	case	study,	because	the	manufacturer	did	actually
conduct	 its	 follow-up	 studies,	which	 is	 fairly	 unusual	 (only	 25	per	 cent	 of	 the
cancer	drugs	being	studied	by	Abraham	have	done	so).
For	 standard	 approval	 of	 a	 lung-cancer	 treatment	 you	 need	 to	 show

meaningful	improvement	in	either	survival	or	symptoms.	But	‘tumour	response’
–	a	reduction	in	tumour	size	seen	on	a	body	scan	–	is	a	fairly	typical	surrogate
outcome	for	cancer	drugs,	which	can	be	used	to	get	accelerated	approval;	after
doing	so,	you	will	 then	need	to	do	more	 trials	 to	find	out	 if	 this	 translates	 into
benefits	that	actually	matter	to	patients.
Initially,	AstraZeneca	provided	evidence	from	a	small	 trial	showing	a	10	per

cent	 drop	 in	 tumour	 size	 on	 Iressa.	 This	 was	 regarded	 by	 the	 FDA	 as
unimpressive,	especially	since	the	patients	in	the	trial	were	unusual,	with	slower-
growing	tumours	than	you’d	usually	see.	But	the	company	pressed	on,	and	began
much	 larger	 trials	measuring	 the	 impact	 on	 survival.	 It	 had	 expected	 to	 finish
these	 studies	 after	 the	 drug	 was	 rapidly	 approved,	 but	 in	 fact	 they	 were
completed	 before	 then.	 The	 trials	 on	 real-world	 outcomes	 found	 no	 survival
benefit.	 What’s	 more,	 contradicting	 the	 smaller,	 earlier	 study,	 they	 found	 no
improvement	in	tumour	size.	One	FDA	scientist	summarised	the	findings	fairly
bluntly:	 ‘It’s	 2,000	 patients	 saying	 Iressa	 doesn’t	 work	 versus	 139	 saying	 it



works	marginally.’
At	the	same	time,	the	company	was	also	giving	the	drug	to	12,000	desperate,

dying	patients	with	no	other	option,	through	something	known	as	an	‘expanded
access	programme’.	This	 is	common	when	patients	have	shown	no	response	to
any	other	medication,	and	are	regarded	as	too	unfit	for	clinical	trials	(although	I
would	 argue	 that	 trials	 should	 ideally	 include	 everyone	 eligible	 for	 treatment,
since	we	only	do	them	to	try	to	answer	the	question	of	whether	a	drug	works	in
real-world	 patients).	 These	 programmes	 can	 cost	 companies	 money,	 but	 they
also	generate	 a	huge	amount	of	goodwill	 from	desperate	people,	 their	 families
and	their	organised	patient	groups.
Regulators	 now,	 like	 so	 many	 public	 bodies,	 set	 high	 store	 by	 ‘public

engagement’,	and	this	is	an	admirable	goal,	if	done	well.	But	what	we	see	here	is
not	an	example	of	good	public	engagement.	Large,	well-conducted,	fair	tests	of
Iressa	had	 shown	 that	 it	was	no	better	 than	 a	 dummy	 sugar	 pill	 containing	no
medicine.	Yet	many	dying	patients	from	the	expanded	access	programmes,	who
had	 been	 given	 the	 drug	 for	 free,	 travelled	 with	 advocacy	 groups	 to	 give
compelling	evidence	to	 the	FDA.	From	their	perspective	this	was	‘a	wonderful
drug’,	 they	 explained,	 ‘light-years	better	 than	previous	 treatment’.	 It	 ‘began	 to
eliminate	cancer	symptoms	in	seven	days’.	Tumours	were	‘90	per	cent	gone	in
three	months’,	 said	one.	Whether	 that	was	exaggeration	or	 fluke,	 the	 reality	 is
that	 fair	 tests	 showed	 no	 benefit.	 But	 the	 desperate	 patients	 disagreed,	 and
asserted	 their	 case	 plainly	 and	 simply:	 Iressa	 ‘will	 save	 lives’.	 This	 personal
testimony	 was	 in	 all	 likelihood	 a	 combination	 of	 the	 placebo	 effect	 and	 the
natural	fluctuation	in	symptoms	that	all	patients	experience.	That	didn’t	seem	to
matter.
When	 the	 committee	 charged	with	 approving	 the	 drug	 cast	 their	 votes,	 they

went	11–3	in	favour.
It’s	hard	to	know	what	to	make	of	this	process,	since	the	vote	went	against	not

only	 the	 surrogate	 outcome	 data,	 but	 also	 the	 evidence	 from	 very	 large	 trials
showing	no	benefit	on	real-world	outcomes	or	survival.	But	we	are	all	human,
and	 it	 is	 hard	 to	 reject	 a	 drug	 when	 you’re	 faced	 with	moving	 life-and-death
testimony.	One	FDA	scientist	told	John	Abraham	during	his	field	work:	‘[Patient
testimonials]	definitely	have	an	influence	over	advisory	committees.	That’s	what
Iressa	 proves.’	 Several	 of	 these	 patients	 had	 been	 funded	 to	 attend	 the	 FDA
advisory	committee	meeting	by	AstraZeneca.	We	can	only	wonder	if	individuals
who	had	not	been	successfully	treated	with	Iressa	would	have	been	flown	across
the	 country	 to	 speak	 their	 personal	 truth.	 Perhaps	 not.	 Perhaps	 they	might	 be



dead.
The	FDA	could	have	rejected	the	view	of	its	expert	committee,	and	that	might

have	been	wise.	Not	only	was	 there	no	evidence	of	benefit:	 there	were	 reports
from	 Japan	 of	 fatal	 pneumonia	 associated	 with	 Iressa,	 affecting	 2	 per	 cent	 of
patients,	a	third	of	whom	died	within	a	fortnight.	But	the	FDA	approved	the	drug
all	 the	 same.	 AstraZeneca	 was	 compelled	 to	 conduct	 a	 further	 1,700-patient
study,	which	again	found	no	benefit	over	placebo.	Iressa	stayed	on	 the	market.
Another	treatment	appeared,	and	this	one	was	effective	in	third-line	treatment	of
non-small-cell	lung	cancer.	Iressa	stayed	on	the	market.
The	FDA	did	send	out	a	letter	saying	that	no	new	patients	should	be	started	on

Iressa,	 but	 drugs	 that	 are	 on	 the	 market	 get	 used	 by	 doctors,	 often	 quite
haphazardly,	 driven	 by	marketing,	 habit,	 familiarity,	 rumour	 and	 lack	 of	 clear
current	information.	Iressa	continued	to	be	prescribed	for	new	patients.	And	still
it	stayed	on	the	market.
We	 can	 see	 from	 the	 percentages	 in	 surveys	 that	 post-marketing	 trials

requested	by	 regulators	 are	often	neglected;	 and	 cynical	 doctors	will	 often	 tell
you	that	ineffective	drugs	are	commonly	marketed.	But	midodrine	and	Iressa	are,
I	 think,	 two	cases	 that	 really	put	 flesh	on	 those	bones.	Accelerated	approval	 is
not	used	to	get	urgent	drugs	to	market	for	emergency	use	and	rapid	assessment.
Follow-up	 studies	 are	 not	 done.	These	 accelerated	 approval	 programmes	 are	 a
smokescreen.

The	impact	on	innovation

As	we	have	seen,	drugs	regulators	don’t	require	that	new	drugs	are	particularly
good,	 or	 an	 improvement	 on	 what	 came	 before;	 they	 don’t	 even	 require	 that
drugs	are	particularly	effective.	This	has	interesting	consequences	on	the	market
more	broadly,	because	it	means	that	the	incentives	for	producing	new	drugs	that
improve	patients’	lives	are	less	intense.	One	thing	is	clear	from	all	the	stories	in
this	 book:	 drug	 companies	 respond	 rationally	 to	 incentives,	 and	 when	 those
incentives	are	unhelpful,	so	are	drug	companies.
To	explore	whether	new	drugs	represent	any	kind	of	forward	movement	in	a

field,	we	would	have	to	examine	all	those	approved	over	a	period	of	time.	This	is
exactly	what	a	 recent	paper	by	some	 Italian	 researchers	achieved.30	They	 took
every	drug	acting	on	the	central	nervous	system	that	had	been	approved	since	the
first	 day	 the	 European	 regulator	 began	 approving	 drugs,	 and	 looked	 to	 see



whether	they	represented	any	degree	of	innovation.
As	you	would	expect	by	now,	 they	 found	 several	 serious	problems	with	 the

data	given	to	support	these	drugs’	applications.	All	the	approved	drugs	had	only
been	shown	to	be	better	than	a	placebo.	Important	information	was	missing	from
the	trial	reports:	for	example,	there	was	no	clear	data	about	the	number	of	people
dropping	out	of	each	 trial,	which	 is	 important	 information,	as	 it	helps	 to	 show
whether	 a	 drug	 is	 intolerable	 because	 of	 side	 effects.	 Then	 there	were	 serious
problems	 in	 the	 design	 of	 the	 trials.	 The	majority	 (seventy-five	 out	 of	 eighty-
three)	were	very	brief.	They	were	also	 small:	not	one	of	 the	 submitted	 studies
had	 enough	 participants	 to	 accurately	 detect	 a	 difference	 between	 a	 currently
available	treatment	and	a	new	one,	on	the	rare	occasions	when	they	tried	to	do
so.
The	researchers	concluded	 that	 the	problem	was	straightforward:	 if	 the	 rules

don’t	require	a	company	to	show	a	new	drug’s	superiority	to	current	treatments,
they	are	unlikely	to	develop	better	medicines.
This	is	well	demonstrated	by	the	phenomenon	of	‘me-too’	drugs.	If	you	think

back	 to	 the	previous	 chapter,	 you	will	 remember	 that	developing	a	 completely
new	molecule,	with	a	completely	new	mechanism	of	action	in	the	body,	is	a	very
risky	and	difficult	business.	Because	of	that,	once	a	company	has	an	established
drug	 on	 the	market,	 others	will	 often	 try	 to	 produce	 their	 own	 version	 of	 that
drug:	so	there	are	a	great	many	antidepressants	around	from	the	class	known	as
‘selective	 serotonin	 reuptake	 inhibitors’,	 or	 SSRIs,	 for	 example.	Developing	 a
drug	like	this	is	much	more	of	a	safe	bet.
Often	these	me-too	drugs	don’t	represent	a	significant	therapeutic	benefit,	so

many	 people	 regard	 them	 as	 wasteful,	 an	 unnecessary	 use	 of	 development
money,	potentially	exposing	trial	participants	to	unnecessary	harm	for	individual
companies’	commercial	gain	rather	than	medical	advancement.	I’m	not	entirely
sure	this	is	correct:	among	a	class	of	drugs,	one	may	be	better	than	the	others,	or
have	 fewer	 idiosyncratic	 side	 effects,	 so	 in	 that	 sense	 these	 copycats	 can	 be
useful,	 sometimes.	 On	 the	 other	 hand,	 we	 have	 no	 way	 of	 knowing	 what
amazing	 new	 drugs	might	 have	 been	 created	 if	we	 incentivised	 companies	 by
insisting	that	they	demonstrate	superiority.	These	are	not	easy	counterfactuals	to
unpick,	and	I	never	feel	fully	satisfied	with	the	economists’	models	of	the	impact
on	innovation,	on	either	side.
However,	we	can	see,	by	tracing	the	life	of	these	me-too	drugs,	that	the	market

does	not	work	entirely	as	we	might	wish	it	to	for	us,	the	people	who	collectively
pay	 for	 health	 services.31	 For	 example,	 you	 might	 expect	 that	 multiple



competing	drugs	in	the	same	market	would	bring	prices	down,	but	an	economic
analysis,	 using	 Swedish	 data,	 showed	 that	 drugs	 regarded	 by	 the	 FDA	 as
showing	 no	 advantage	 over	 the	 existing	 options	 enter	 the	market	 at	 the	 same
price.	Another	followed	the	price	of	an	ulcer	drug	called	cimetidine,	and	found
that	it	became	more	expensive	when	ranitidine,	from	the	same	class,	came	on	the
market;	and	both	drugs’	prices	kept	on	 rising	when	 the	competitors	 famotidine
and	nizatidine	came	out.
Perhaps	the	clearest	story	is	told	by	tracing	the	recent	history	of	another	class

of	drugs,	the	‘proton	pump	inhibitors’	used	to	treat	reflux	and	heartburn.	These
are	common	medical	problems,	so	it’s	a	lucrative	area,	and	omeprazole	was	one
of	 the	most	 lucrative	 drugs	 in	 the	 class.	 Around	 a	 decade	 ago	 it	 was	making
AstraZeneca	$5	billion	every	year,	which	was	about	a	 third	of	its	 total	revenue
from	all	drugs.	But	 it	was	about	 to	come	out	of	patent,	 and	once	generic	drug
manufacturers	 could	make	 their	 own	 pills	 containing	 the	 same	 drug,	 the	 price
would	 plummet,	 and	 the	 revenue	would	 disappear.	 So	AstraZeneca	 introduced
something	called	a	‘me-again’	drug.
This	is	an	interesting	new	twist	on	the	original	idea.	Me-too	drugs	are	entirely

new	molecules	that	work	in	a	similar	way	to	the	old	ones;	with	a	me-again	drug,
the	same	molecule	is	relaunched	onto	the	same	market	for	the	same	disease,	but
with	one	clever	difference.
Complex	molecules	like	drugs	can	exist	in	right-	and	left-handed	forms,	called

‘enantiomers’.	The	chemical	 formula	 for	each	of	 the	different	molecules	 is	 the
same,	and	you	will	find	the	same	atoms	in	the	same	order	attached	to	the	same
parts	of	the	same	rings.	The	only	difference	is	that	a	particular	twist	 in	a	chain
goes	one	way	in	one	enantiomer,	and	the	other	way	in	the	other,	in	the	same	way
that	 your	 left	 and	 right	 gloves	 are	 identical	 mirror-images,	 made	 of	 the	 same
material,	 the	 same	 weight,	 and	 so	 on.	 But	 left-	 and	 right-handed	 versions	 of
drugs	can	have	slightly	different	properties.	Maybe	the	molecule	only	fits	neatly
into	 the	 receptor	 where	 it	 exerts	 its	 influence	 if	 it’s	 the	 right-hand	 version.
Maybe	it	only	fits	nicely	into	the	jaws	of	the	enzyme	that	will	break	it	down	if
it’s	the	left-hand	form.	This	will	affect	what	it	does	in	your	body.	Recently,	with
increasing	frequency,	drug	companies	have	started	to	release	‘single	enantiomer
preparations’,	where	you	only	get	 the	 right-handed	version,	 say,	of	 an	 existing
treatment	 in	 your	 pill.	 The	 companies	 claim	 this	 as	 a	 new	drug,	 and	 so	 add	 a
whole	new	patent	lifetime	to	their	profits.
This	 can	 be	 a	 good	 financial	 bet.	 It’s	 usually	 easy	 to	 get	 marketing

authorisation,	because	the	mixed	form	of	the	drug	has	already	been	licensed,	and



you	have	lots	of	 trials	showing	that	form	of	the	drug	to	be	better	 than	nothing.
The	 second	 job,	of	 convincing	people	 that	 the	 single	 enantiomer	 is	better	 than
the	mixture,	 is	down	 to	your	marketing	department,	and	may	not	be	subject	 to
much	detailed	formal	scrutiny	from	a	regulator	at	all.
So	if	they	can	have	genuinely	different	properties	in	the	body,	why	do	people

often	 think	 it’s	 dubious	 (or	 ‘evergreening’)	 for	 a	 drug	 company	 to	 put	 out	 a
version	of	an	existing	drug	that	is	only	the	single	enantiomer	form?	Firstly,	these
different	properties	are	often	slight,	so	all	 the	concerns	about	me-too	drugs	are
also	applicable	for	me-again	drugs.	Then	there’s	the	issue	of	timing:	it’s	striking
that	companies	often	put	out	a	me-again	drug	towards	the	end	of	the	patent	life
of	the	original.	It’s	also	worth	bearing	in	mind	that	there’s	no	free	ride,	as	ever,
and	that	treatments	with	beneficial	effects	can	also	have	side	effects.	The	right-
handed	version	of	fluoxetine	(Prozac)	seemed	like	a	great	 idea:	 it	had	a	 longer
half-life	 than	 the	 original	 mixture,	 and	 this	 raised	 the	 possibility	 of	 an	 anti-
depressant	tablet	that	could	be	taken	once	a	week,	rather	than	once	a	day;	but	it
also	 turned	 out	 to	 cause	 something	 called	 ‘QT-prolongation’,	 a	 change	 in	 the
electric	 patterns	 in	 the	 heart	which	 is	 associated	with	 things	 like	 an	 increased
risk	of	 sudden	death.	But	 lastly,	most	 strikingly,	 alongside	 these	possible	extra
risks,	 the	 new	 ‘single	 enantiomer’	 pills	 often	 don’t	 seem	 to	work	much	 better
than	the	mixed	ones,	despite	being	very	much	more	expensive.
Let’s	look	at	omeprazole,	our	heartburn	drug.	Come	2002,	AstraZeneca	knew

it	was	about	 to	 lose	$5	billion	a	year,	a	 third	of	 its	 revenue,	which	would	be	a
disaster	 for	 its	 profits	 and	 its	 stock	 price.	 But	 in	 2001	 the	 company	 launched
esomeprazole,	 and	 this	was	 a	great	 success:	 in	 fact,	AstraZeneca	 still	 takes	$5
billion	a	year	from	the	drug	today.	In	the	US	it’s	huge,	a	top-three	blockbuster.	In
the	UK	it	 takes	£44	million	a	year,	but	the	amount	of	esomeprazole	we	get	for
that	 large	amount	of	money	 is	 tiny,	because	brand-new	esomeprazole	costs	 ten
times	as	much	as	old-fashioned	omeprazole.
Here’s	 the	 kicker:	 new	 esomeprazole,	 just	 the	 left-handed	 version	 of	 the

molecule	rather	 than	a	mixture	of	both	forms,	 is	 really	no	better	 than	 the	plain
old	mixture	in	omeprazole	tablets.	The	evidence	is	mixed,	but	it’s	clear	that	there
is	no	dramatic	difference	between	any	of	 the	various	members	of	 this	 class	of
drug,	and	certainly	no	special	amazing,	unique	benefit	from	esomeprazole.32
So	why	do	doctors	prescribe	it?	This	is	the	power	of	the	marketing	machine	in

medicine,	 as	we	will	 shortly	 see.	 The	 direct-to-consumer	 campaign	 in	 the	US
was	vast:	AstraZeneca	spent	$260	million	on	ads	in	2003,33	and	purplepill.com,
its	website	 to	promote	 the	drug,	eventually	pulled	over	a	million	visitors	every



quarter.34	Against	 this,	 there	was	 a	 considerable	 backlash.	Kaiser	 Permanente,
the	 American	 medical	 insurance	 giant,	 kept	 esomeprazole	 off	 its	 list	 of
prescribable	drugs,	after	deciding	 it	was	pointlessly	expensive.	Thomas	Scully,
the	head	of	Medicare	and	Medicaid,	gave	speeches	explaining	that	the	drug	was
a	waste	of	money;	but	with	no	final	control	over	what	gets	prescribed	in	the	two
organisations,	 he	 sat	 and	 watched	 as	 they	 spent	 $800	 million	 on	 this	 vastly
expensive	 drug	 every	 year.	 When	 I	 say	 Scully	 gave	 speeches,	 he	 said:	 ‘Any
doctor	 that	 prescribes	 Nexium	 [the	 brand	 name	 for	 esomeprazole]	 should	 be
ashamed	 of	 himself.’	 AstraZeneca	 complained	 about	 him	 to	 the	White	 House
and	on	Capitol	Hill.	Scully	says	that	he	was	put	under	pressure	to	‘shut	up’.35	He
hasn’t.

Comparative	effectiveness	research

These	are	not	stories	that	can	leave	anyone	feeling	actively	impressed.	But	there
is	a	more	important	problem	behind	our	ethical	concerns	about	how	companies
behave	 in	 situations	 like	 this:	 we	 have	 allowed	 ourselves	 to	 be	 left	 –	 as
prescribers,	as	patients,	and	as	the	people	paying	for	health	care	–	without	clear
evidence	 comparing	 different	 treatments	 against	 each	 other.	We	 have	 no	 idea
which	treatments	are	best,	and	by	extension,	we	have	no	idea	which	are	harmful.
If	you	die	 from	getting	 the	 third-best	 treatment,	 then	you	have	died	needlessly
and	avoidably,	and	have	every	right	to	be	angry	in	your	grave.
This	would	seem	to	be	a	simple	matter:	we	need	to	do	more	trials	after	drugs

come	to	market,	comparing	them	against	each	other	in	head-to-head	tests.	Health
care	 is	 a	 huge	 financial	 burden	on	 all	 societies	 around	 the	world,	 and	 in	most
countries	 outside	 the	USA	 this	 burden	 is	 shouldered	by	 the	 state.	 If	we	 are	 so
weak	 that	 we	 can’t	 force	 drug	 companies,	 through	 our	 regulators,	 to	 conduct
meaningful	trials,	then	surely	it	makes	sense	for	governments	to	fund	them?	This
seems	 especially	 sensible	 when	 you	 consider	 that	 the	 cost	 of	 irrational
prescribing,	in	most	cases,	is	vastly	more	expensive	than	the	cost	of	research	to
prevent	it.
A	clear	early	illustration	of	this	comes	from	the	ALLHAT	trial,	which	started

in	 1994	 and	 cost	 $125	million.	 This	 project	 looked	 at	 high	 blood	 pressure,	 a
condition	 that	 affects	 about	 a	quarter	of	 the	 adult	 population,	with	half	 of	 that
number	 receiving	medication	 for	 it.	 The	 trial	 compared	 chlorthalidone,	 a	 very
cheap,	 old-fashioned	 blood-pressure	 pill,	 against	 amlodipine,	 a	 very	 expensive



new	one	that	was	being	very	widely	prescribed.	We	knew	from	trials	comparing
them	 head-to-head	 that	 the	 two	 drugs	 were	 equally	 good	 at	 controlling	 blood
pressure,	but	 these	numbers	aren’t	what	matters	 to	patients:	a	 trial	was	needed
that	gave	some	patients	the	old	drug,	and	some	patients	the	new	drug,	and	then
measured	how	many	people	had	heart	attacks,	and	died.	When	ALLHAT	finally
did	this	comparison,	measuring	the	real-world	outcome	that	matters	to	patients,
it	 found	–	 to	 everyone’s	 amazement	 –	 that	 the	 old	 drug	was	much	better.	The
savings	 from	 this	 one	project	 alone	vastly	outweigh	 the	 cost	 of	 the	 trial	 itself,
even	though	it	was	a	huge	project:	this	study	started	in	1994,	when	I	was	still	an
undergraduate,	and	finished	in	2002,	when	I	had	finished	training	(I	tell	you	that,
because	 later	we	will	 see	 how	 important	 and	difficult	 it	 is	 for	 doctors	 to	 keep
up).
So	‘comparative	effectiveness	research’,	as	this	is	called,	is	vitally	important,

but	it	has	only	recently	been	embraced.	To	give	you	an	illustration	of	how	slow
and	 arduous	 this	 journey	 is:	 in	 2008,	 shortly	 after	 being	 elected	 President,
Barack	Obama	demonstrated	to	many	academics	and	doctors	that	he	had	a	clear
understanding	of	 the	deep	problems	 in	health	care,	by	committing	 to	 spend	$1
billion	on	head-to-head	trials	of	commonly	used	treatments,	in	order	to	find	out
which	is	best.	In	return	he	was	derided	by	right-wing	critics	as	‘anti-industry’.
On	 this	 issue,	 since	 people	 with	 resources	 often	 defend	 the	 pharmaceutical

companies	 from	 deserved	 criticism,	 it’s	 worth	 remembering	 one	 thing:	 health
care	 really	 is	 one	 of	 those	 areas	 where	 we	 are	 all,	 in	 a	 very	 real	 sense,	 in	 it
together.	If	you’re	super-rich,	in	the	top	0.2	per	cent	of	the	population,	you	can
buy	pretty	much	anything	you	want.	But	however	 rich	you	are,	 if	you	become
sick	you	can’t	 innovate	new	medicines	overnight,	because	 that	 takes	 time,	and
more	money	 than	 even	 you	 have.	And	 you	 can’t	 know	 the	 true	 effects	 of	 the
medicines	 we	 have	 today,	 because	 nobody	 does,	 if	 they’ve	 not	 been	 properly
tested,	and	if	some	results	go	missing	in	action.	The	most	expensive	doctors	in
the	world	don’t	know	any	better	than	anyone	else,	since	any	trained	person	can
critically	 read	 the	 best	 systematic	 reviews	 on	 a	 given	 drug,	what	 it	will	 do	 to
your	 life	 expectancy,	 and	 there	 is	 no	 hack,	 no	 workaround,	 for	 this	 broken
system.	Even	if	you	are	super-rich,	even	if	you	make	$10	million	a	year,	you	are
right	here	in	it	with	the	rest	of	us	all.
So	 comparative	 effectiveness	 research	 is	 a	 vitally	 important	 field,	 for

everyone,	and	in	many	cases	the	value	of	finding	out	what	works	best	among	the
drugs	 we	 already	 have	 would	 hugely	 exceed	 the	 value	 of	 developing	 entirely
new	ones.	This	research	is	a	very	rational	area	in	which	to	spend	more	money.36



Monitoring	side	effects

But	 effectiveness	 is	 only	 part	 of	 the	 story.	 Alongside	 issues	 of	 which	 drug	 is
most	 effective,	 there	 is	 also	 the	 problem	 of	 safety.	 Like	 many	 doctors,	 I	 am
constantly	 amazed	 by	 the	 enthusiasm	with	which	 doctors	 embrace	 prescribing
new	drugs.	When	a	new	medicine	comes	on	the	market,	with	no	proven	benefits
over	an	existing	one,	doctors	and	patients	are	being	offered	a	simple	choice:	do
you	want	to	use	an	old	drug,	a	known	quantity,	for	which	we	have	many	years	of
experience	in	monitoring	side	effects?	Or	do	you	want	to	take	a	completely	new
drug,	with	no	demonstrated	advantages,	which	may,	for	all	we	know,	have	some
horrific	idiosyncratic	side	effect	quietly	waiting	to	emerge?
I	was	taught	at	medical	school	that	in	this	situation,	a	doctor	should	regard	the

rest	of	 the	medical	profession	as	unpaid	stunt	doubles:	 let	 them	make	the	risky
mistakes	on	your	behalf,	sit	back,	watch,	learn,	and	then	come	back	out	when	it’s
safe.	 In	 some	 respects	 you	 could	 argue	 that	 this	 is	 useful	 advice	 for	 life	more
generally.	But	how	are	side	effects	monitored?
Once	a	drug	 is	 approved,	 its	 safety	needs	 to	be	 assessed.	This	 is	 a	 complex

business,	 with	 –	 to	 be	 fair	 –	 genuine	 methodological	 challenges,	 and	 glaring,
unnecessary	 holes.	 The	 flaws	 are	 driven	 by	 unnecessary	 secrecy,	 poor
communication,	and	an	institutional	reluctance	to	take	drugs	off	the	market.	To
understand	 these,	 we	 need	 to	 understand	 the	 basics	 of	 the	 field	 known	 as
‘pharmacovigilance’.
It	 is	 important	 to	 recognise,	 before	 we	 even	 begin,	 that	 drugs	 will	 always

come	 onto	 the	market	with	 unforeseen	 side	 effects.	 This	 is	 because	 you	 need
data	on	lots	of	patients	to	spot	rare	side	effects,	but	the	trials	that	are	used	to	get
a	 drug	 approved	 are	 usually	 small,	 totalling	 between	 five	 hundred	 and	 3,000
people.	In	fact,	we	can	quantify	how	common	a	side	effect	must	be	in	order	to	be
detected	 in	 such	 a	 small	 number	 of	 people,	 by	 using	 a	 simple	 piece	 of	maths
called	 ‘the	 rule	 of	 three’.	 If	 five	 hundred	 patients	 are	 studied	 in	 pre-approval
trials,	 that	 is	 only	 enough	 patients	 to	 spot	 the	 side	 effects	 which	 occur	 more
frequently	than	one	in	every	166	people;	if	3,000	patients	are	studied,	that	is	still
only	 enough	 to	 spot	 side	 effects	 which	 affect	 more	 than	 one	 in	 every	 1,000
people.	The	overall	rule	here	is	easy	to	apply:	if	a	side	effect	hasn’t	yet	occurred
in	n	patients,	then	you	can	be	95	per	cent	confident	that	it	will	happen	in	fewer
than	one	in	3/n	patients	(there’s	a	mathematical	explanation	of	why	this	is	true	in
the	footnote	below,	if	you	want	one,	but	it	makes	my	head	hurt*).	You	can	also



use	the	rule	of	three	in	real	life:	if	three	hundred	of	your	parachutes	have	opened
just	fine,	for	example,	then	assuming	no	other	knowledge,	the	chance	of	one	not
opening,	and	sending	you	to	certain	death,	is	at	least	less	than	one	in	a	hundred.
This	may	or	may	not	be	reassuring	for	you.
Putting	 this	 in	 context:	 your	 drug	 might	 make	 one	 in	 every	 5,000	 people

literally	explode	–	 their	head	blows	off,	 their	 intestines	fly	out	–	 through	some
idiosyncratic	mechanism	that	nobody	could	have	foreseen.	But	at	the	point	when
the	drug	is	approved,	after	only	1,000	people	have	taken	it,	 it’s	very	likely	that
you’ll	 never	 have	 witnessed	 one	 of	 these	 spectacular	 and	 unfortunate	 deaths.
After	50,000	people	have	 taken	your	drug,	 though,	out	 there	 in	 the	 real	world,
you’d	expect	to	have	seen	about	ten	people	explode	overall	(since,	on	average,	it
makes	one	in	every	5,000	people	explode).
Now,	if	your	drug	is	causing	a	very	rare	adverse	event,	like	exploding,	you’re

actually	 quite	 lucky,	 because	weird	 adverse	 events	 really	 stand	 out,	 as	 there’s
nothing	 like	 them	 happening	 already.	 People	 will	 talk	 about	 patients	 who
explode,	 they’ll	write	 them	up	 in	short	 reports	 for	academic	 journals,	probably
notify	various	authorities,	coroners	might	be	involved,	alarm	bells	will	generally
ring,	 and	 people	 will	 look	 around	 for	 what	 is	 suddenly	 causing	 patients	 to
explode	very	early	on,	probably	quite	soon	after	the	first	one	goes	off.
But	many	of	the	adverse	events	caused	by	drugs	are	things	that	happen	a	lot

anyway.	 If	 your	 drug	 increases	 the	 chances	 of	 someone	 getting	 heart	 failure,
well,	there	are	a	lot	of	people	around	with	heart	failure	already,	so	if	doctors	see
one	more	case	of	heart	failure	in	their	clinic,	then	they’re	probably	not	going	to
notice,	especially	if	this	drug	is	given	to	older	people,	who	already	experience	a
lot	of	heart	failure	anyway.	Even	detecting	any	signal	of	increased	heart	failure
in	a	large	group	of	patients	might	be	tricky.
This	helps	us	to	understand	the	various	different	mechanisms	that	are	used	to

monitor	side	effects	by	drug	companies,	regulators	and	academics.	They	fall	into
roughly	three	groups:

1.	 Spontaneous	 reports	 of	 side	 effects,	 from	 patients	 and	 doctors,	 to	 the
regulator

2.	 ‘Epidemiology’	 studies	 looking	 at	 the	 health	 records	 of	 large	 groups	 of
patients

3.	 Reports	of	data	from	drug	companies

Spontaneous	 reports	 are	 the	 simplest	 system.	 In	 most	 territories	 around	 the



world,	when	a	doctor	suspects	that	a	patient	has	developed	some	kind	of	adverse
reaction	to	a	drug,	they	can	notify	the	relevant	local	authority.	In	the	UK	this	is
via	 something	called	 the	 ‘Yellow	Card	System’:	 these	 freepost	 cards	are	given
out	 to	 all	 doctors,	making	 the	 system	easy	 to	use,	 and	patients	 can	also	 report
suspected	adverse	events	 themselves,	online	at	yellowcard.mhra.gov.uk	 (please
do).
These	 spontaneous	 reports	 are	 then	 categorised	 by	 hand,	 and	 collated	 into

what	 is	 effectively	 a	 giant	 spreadsheet,	 with	 one	 row	 for	 every	 drug	 on	 the
market,	and	one	column	for	every	imaginable	type	of	side	effect.	Then	you	look
at	how	often	each	type	of	side	effect	is	reported	for	each	drug,	and	try	to	decide
whether	 the	 figure	 is	 higher	 than	 you’d	 expect	 to	 see	 simply	 from	 chance.	 (If
you’re	 statistically	minded,	 the	 names	 of	 the	 tools	 used,	 such	 as	 ‘proportional
reporting	 ratios’	 and	 ‘Bayesian	 confidence	 propagation	 neural	 networks’,	 will
give	you	a	clue	as	 to	how	 this	 is	done.	 If	you’re	not	 statistically	minded,	 then
you’re	not	missing	out;	at	least,	no	more	here	than	elsewhere	in	your	life.)
This	system	is	good	for	detecting	unusual	side	effects:	a	drug	that	made	your

head	and	abdomen	literally	explode,	for	example,	would	be	spotted	fairly	easily,
as	 discussed.	 Similar	 systems	 are	 in	 place	 internationally,	 most	 of	 the	 results
from	around	the	world	are	pooled	together	by	WHO	in	Uppsala,	and	academics
or	 companies	 can	 apply	 for	 access,	with	 varying	 success	 (as	 discussed	 in	 this
long	endnote37).
But	 this	approach	suffers	 from	an	 important	problem:	not	all	 adverse	events

are	reported.	The	usual	estimate	is	that	in	Britain,	only	around	one	in	twenty	gets
fed	 back	 to	 the	MHRA.38	 This	 is	 not	 because	 all	 doctors	 are	 slack.	 It	 would
actually	be	perfect	 if	 that	was	 the	cause,	because	 then	at	 least	we	would	know
that	all	side	effects	on	all	drugs	had	an	equal	chance	of	not	being	reported,	and
we	 could	 still	 usefully	 compare	 the	 proportions	 of	 side-effect	 reports	 between
each	other,	and	between	different	drugs.
Unfortunately,	different	side	effects	from	different	drugs	are	reported	at	very

different	 rates.	A	 doctor	might	 be	more	 likely	 to	 be	 suspicious	 of	 a	 symptom
being	 a	 side	 effect	 if	 the	 patient	 is	 on	 a	 drug	 that	 is	 new	 on	 the	 market,	 for
example,	so	those	cases	may	be	reported	more	than	side	effects	for	older	drugs.
Similarly,	 if	 a	 patient	 develops	 a	 side	 effect	 that	 is	 already	well	 known	 to	 be
associated	with	a	drug,	a	doctor	will	be	much	 less	 likely	to	bother	reporting	it,
because	it’s	not	an	interesting	new	safety	signal,	 it’s	just	a	boring	instance	of	a
well-known	 phenomenon.	 And	 if	 there	 are	 rumours	 or	 news	 stories	 about
problems	 with	 a	 drug,	 doctors	 may	 be	 more	 inclined	 to	 spontaneously	 report



adverse	 events,	 not	 out	of	mischief,	 but	 simply	because	 they’re	more	 likely	 to
remember	prescribing	the	controversial	drug	when	a	patient	comes	back	with	an
odd	medical	problem.
Also,	a	doctor’s	suspicions	that	something	is	a	side	effect	at	all	will	be	much

lower	 if	 it	 is	 a	medical	 problem	 that	 happens	 a	 lot	 anyway,	 as	we’ve	 already
seen:	people	often	get	headaches,	for	example,	or	aching	joints,	or	cancer,	in	the
everyday	run	of	life,	so	it	may	not	even	occur	to	a	doctor	that	these	problems	are
anything	 to	 do	 with	 a	 prescription	 they’ve	 given.	 In	 any	 case,	 these	 adverse
events	will	 be	 hard	 to	 notice	 against	 the	 high	 background	 rate	 of	 people	who
suffer	 from	 them,	and	 this	will	 all	 be	especially	 true	 if	 they	occur	 a	 long	 time
after	the	patient	starts	on	a	new	drug.
Accounting	 for	 these	 problems	 is	 extremely	 difficult.	 So	 spontaneous

reporting	can	be	useful	if	the	adverse	events	are	extremely	rare	without	the	drug,
or	are	brought	on	rapidly,	or	are	 the	kind	of	 thing	 that	 is	 typically	 found	as	an
adverse	 drug	 reaction	 (a	 rash,	 say,	 or	 an	 unusual	 drop	 in	 the	 number	 of	white
blood	cells).	But	overall,	although	these	systems	are	important,	and	contribute	to
a	 lot	 of	 alarms	 being	 usefully	 raised,	 generally	 they’re	 only	 used	 to	 identify
suspicions.39	These	are	then	tested	in	more	robust	forms	of	data.
Better	 data	 can	 come	 from	 looking	 at	 the	 medical	 records	 of	 very	 large

numbers	of	people,	 in	what	 are	known	as	 ‘epidemiological’	 studies.	 In	 the	US
this	is	tough,	and	the	closest	you	can	really	get	are	the	administrative	databases
used	to	process	payments	for	medical	services,	which	miss	most	of	the	detail.	In
the	UK,	however,	we’re	currently	in	a	very	lucky	and	unusual	position.	This	is
because	 our	 health	 care	 is	 provided	 by	 the	 state,	 not	 just	 free	 at	 the	 point	 of
access,	but	also	through	one	single	administrative	entity,	the	NHS.	As	a	result	of
this	happy	accident,	we	have	large	numbers	of	health	records	that	can	be	used	to
monitor	the	benefits	and	risks	of	treatments.	Although	we	have	failed	to	realise
this	 potential	 across	 the	 board,	 there	 is	 one	 corner	 called	 the	General	 Practice
Research	 Database,	 where	 several	 million	 people’s	 GP	 records	 are	 available.
These	 records	 are	 closely	 guarded,	 to	 protect	 anonymity,	 but	 researchers	 in
pharmaceutical	 companies,	 regulators	 and	universities	 have	been	 able	 to	 apply
for	 access	 to	 specific	 parts	 of	 anonymised	 records	 for	many	years	now,	 to	 see
whether	 specific	 medicines	 are	 associated	 with	 unexpected	 harms.	 (Here	 I
should	declare	an	interest,	because	like	many	other	academics	I	am	doing	some
work	on	analysing	this	GPRD	data	myself,	though	not	to	look	at	side	effects.)
Studying	 drug	 safety	 in	 the	 full	 medical	 record	 of	 patients	 who	 receive	 a

prescription	 in	 normal	 clinical	 practice	 has	 huge	 advantages	 over	 spontaneous



report	data,	for	a	number	of	reasons.	Firstly,	you	have	all	of	a	patient’s	medical
notes,	in	coded	form,	as	they	appear	on	the	clinic’s	computer,	without	any	doctor
having	 to	 make	 a	 decision	 about	 whether	 to	 bother	 flagging	 up	 a	 particular
outcome.
You	also	have	an	advantage	over	those	small	approval	trials,	because	you	have

a	lot	of	data,	allowing	you	to	look	at	rare	outcomes.	And	more	than	that,	 these
are	real	patients.	The	people	who	participate	in	trials	are	generally	unusual	‘ideal
patients’:	they’re	healthier	than	real	patients,	with	fewer	other	medical	problems,
they’re	 on	 fewer	 other	 medications,	 they’re	 less	 likely	 to	 be	 elderly,	 very
unlikely	 to	be	pregnant,	 and	 so	on.	Drug	companies	 like	 to	 trial	 their	drugs	 in
these	 ideal	 patients,	 as	 healthier	 patients	 are	 more	 likely	 to	 get	 better	 and	 to
make	the	drug	look	good.	They’re	also	more	likely	to	give	that	positive	result	in
a	briefer,	cheaper	trial.	In	fact,	this	is	another	way	in	which	database	studies	can
have	an	advantage:	approval	trials	are	generally	brief,	so	they	expose	patients	to
drugs	for	a	shorter	period	of	time	than	the	normal	duration	of	a	prescription.	But
database	 studies	 give	 us	 information	 on	what	 drugs	 do	 in	 real-world	 patients,
under	real-world	conditions	(and	as	we	shall	see,	this	isn’t	just	restricted	to	the
issue	of	side	effects).
With	this	data,	you	can	look	for	an	association	between	a	particular	drug	and

an	increased	risk	of	an	outcome	that	 is	already	common,	 like	heart	attacks,	 for
example.	 So	 you	 might	 compare	 heart-attack	 risk	 between	 patients	 who	 have
received	 three	 different	 types	 of	 foot-fungus	 medication,	 for	 example,	 if	 you
were	worried	 that	one	of	 them	might	damage	 the	heart.	This	 is	not	an	entirely
straightforward	business,	of	course,	partly	because	you	have	to	make	important
decisions	about	what	you	compare	with	what,	and	this	can	affect	your	outcomes.
For	 example,	 should	 you	 compare	 people	 getting	 your	 worrying	 drug	 against
other	 people	getting	 a	 similar	 drug,	 or	 against	 people	matched	 for	 age	but	 not
getting	 any	 drug?	 If	 you	 do	 the	 latter,	 are	 foot-fungus	 patients	 definitely
comparable	with	age-matched	healthy	patients	on	your	database?	Or	are	patients
with	foot	fungus,	perhaps,	more	likely	to	be	diabetic?
You	 can	 also	 get	 caught	 out	 by	 a	 phenomenon	 called	 ‘channelling’:	 this	 is

where	patients	who	have	reported	problems	on	previous	drugs	are	preferentially
given	a	drug	with	a	solid	reputation	for	being	safe.	As	a	result,	 the	patients	on
the	safe	drug	include	many	of	the	patients	who	are	sicker	to	start	with,	and	so	are
more	likely	to	report	adverse	events,	for	reasons	that	have	nothing	to	do	with	the
drug.	That	can	end	up	making	the	safe	drug	look	worse	than	it	really	is;	and	by
extension,	it	can	make	a	riskier	drug	look	better	in	comparison.



But	in	any	case,	short	of	conducting	massive	drug	trials	in	routine	care	–	not
an	insane	idea,	as	we	will	see	later	–	these	kinds	of	studies	are	the	best	shot	we
have	for	making	sure	that	drugs	aren’t	associated	with	terrible	harms.	So	they	are
conducted	 by	 regulators,	 by	 academics,	 and	 often	 by	 the	 manufacturer	 at	 the
request	of	the	regulator.
In	 fact,	 drug	 companies	 are	 under	 a	 number	 of	 obligations	 to	monitor	 side

effects,	both	general	and	specific,	and	report	them	to	the	relevant	authority,	but
in	 reality	 these	 systems	often	don’t	work	very	well.	 In	2010,	 for	 example,	 the
FDA	 wrote	 a	 twelve-page	 letter	 to	 Pfizer	 complaining	 that	 it	 had	 failed	 to
properly	report	adverse	events	arising	after	its	drugs	came	to	market.40	The	FDA
had	conducted	a	 six-week	 investigation,	 and	 found	evidence	of	 several	 serious
and	unexpected	adverse	events	that	had	not	been	reported:	Viagra	causes	serious
visual	problems,	for	example,	and	even	blindness.	The	FDA	said	Pfizer	failed	to
report	 these	events	 in	a	 timely	 fashion,	by	 ‘misclassifying	and/or	downgrading
reports	to	non-serious,	without	reasonable	justification’.	You	will	remember	the
paroxetine	 story	 from	 earlier,	 where	 GSK	 failed	 to	 report	 important	 data	 on
suicide.	These	are	not	isolated	incidents.
Lastly,	you	can	also	get	some	data	on	side	effects	from	trials,	even	though	the

adverse	 events	we’re	 trying	 to	 spot	 are	 rare,	 and	 therefore	much	 less	 likely	 to
appear	 in	 small	 studies.	 Here	 again,	 though,	 there	 have	 been	 problems.	 For
example,	sometimes	companies	can	round	up	all	kinds	of	different	problems	into
one	 group,	 with	 a	 label	 that	 doesn’t	 really	 capture	 the	 reality	 of	 what	 was
happening	 to	 the	 patients.	 In	 antidepressant	 trials,	 adverse	 events	 like	 suicidal
thoughts,	 suicidal	 behaviours	 and	 suicide	 attempts	 have	 been	 coded	 as
‘emotional	 lability’,	 ‘admissions	 to	 hospital’,	 ‘treatment	 failures’	 or	 ‘drop-
outs’.41	None	of	 these	 really	captures	 the	 reality	of	what	was	going	on	 for	 the
patient.
To	try	to	manage	these	problems,	for	the	past	few	years	companies	have	been

required	 by	 the	 EMA	 to	 produce	 something	 called	 a	 Risk	 Management	 Plan
(RMP)	on	their	drug,	and	here	our	problems	begin	again.	These	documents	are
written	 by	 the	 company,	 and	 explain	 the	 safety	 studies	 it	 has	 agreed	with	 the
regulator;	but	for	absolutely	no	sane	reason	that	I	can	imagine,	the	contents	are
kept	secret,	so	nobody	knows	exactly	what	studies	the	companies	have	agreed	to
conduct,	 what	 safety	 issues	 they	 are	 prioritising,	 or	 how	 they	 are	 researching
them.
A	brief	 summary	 is	 available	 to	 doctors,	 academics	 and	 the	public,	 and	 just

recently	academics	have	begun	 to	publish	papers	assessing	 their	contents,	with



damning	 findings.42	 After	 explaining	 that	 changes	 in	 risk	 identified	 from	 the
RMP	 were	 communicated	 unpredictably	 and	 inadequately	 to	 doctors,	 one
concludes:	 ‘The	main	 limitation	 of	 this	 study	 is	 the	 lack	 of	 publicly	 available
data	 regarding	 the	 most	 significant	 aspects.’	 The	 researchers	 were	 simply
deprived	of	 information	about	 the	studies	 that	were	conducted	 to	monitor	drug
safety.	A	similar	study,	given	slightly	better	access,	looked	at	the	safety	studies
that	were	discussed	 in	RMPs.43	For	 about	half	of	 these	 studies,	 the	RMP	gave
only	a	short	description,	or	a	commitment	to	conduct	some	kind	of	study,	but	no
further	information.	In	the	full	RMP	document,	where	you	would	expect	to	have
found	full	study	protocols,	the	researchers	found	not	one,	for	any	of	the	eighteen
drugs	they	looked	at.
If	these	Risk	Management	Plans	are	drawn	up	in	secret,	and	their	contents	are

poorly	communicated,	but	at	the	same	time	they	are	the	tool	used	to	get	drugs	to
market	 with	 a	 lower	 threshold	 of	 evidence,	 then	 we	 have	 a	 serious	 and
interesting	 new	 problem:	 it’s	 possible	 that	 they	 are	 being	 used	 as	 a	 device	 to
reassure	the	public,	rather	than	to	address	a	serious	issue.44
When	it	comes	to	the	secrecy	of	regulators,	it	is	clear	that	there	is	an	important

cultural	 issue	 that	 needs	 to	 be	 resolved.	 I’ve	 spent	 some	 time	 trying	 to
understand	 the	perspective	of	public	servants	who	are	clearly	good	people,	but
still	seem	to	think	that	hiding	documents	from	the	public	is	desirable.	The	best	I
can	manage	is	 this:	regulators	believe	that	decisions	about	drugs	are	best	made
by	them,	behind	closed	doors;	and	that	as	long	as	they	make	good	decisions,	it	is
OK	 for	 these	 to	 then	 be	 communicated	 only	 in	 summary	 form	 to	 the	 outside
world.
This	view,	I	think,	is	prevalent;	but	it	is	also	misguided,	in	two	ways.	We	have

already	seen	many	illustrations	of	how	hidden	data	can	be	a	cloak	for	mischief,
and	how	many	eyes	are	often	valuable	for	spotting	problems.	But	the	regulators’
apparent	belief	that	we	should	have	blind	faith	in	their	judgements	also	misses	a
crucial	point.
A	regulator	and	a	doctor	are	trying	to	make	two	completely	different	decisions

about	a	drug,	even	though	they	are	using	(or	in	doctors’	case	would	like	to	use)
the	 same	 information.	 A	 regulator	 is	 deciding	 whether	 it’s	 in	 the	 interests	 of
society	 overall	 that	 a	 particular	 drug	 should	 ever	 be	 available	 for	 use	 in	 its
country,	even	if	only	in	some	very	obscure	circumstance,	such	as	when	all	other
drugs	 have	 failed.	 Doctors,	 meanwhile,	 are	 making	 a	 decision	 about	 whether
they	 should	use	 this	 drug	 right	 now,	 for	 the	patient	 in	 front	 of	 them.	Both	 are
using	the	safety	and	efficacy	data	to	which	they	have	access,	but	they	both	need



access	to	it	in	full,	in	order	to	make	their	very	different	decisions.
This	 crucial	 distinction	 is	 not	 widely	 understood	 by	 patients,	 who	 often

imagine	that	an	approved	drug	is	a	safe	and	effective	one.	In	a	2011	US	survey
of	3,000	people,	for	example,	39	per	cent	believed	that	the	FDA	only	approves
‘extremely	effective’	drugs,	and	25	per	cent	that	it	only	approves	drugs	without
serious	 side	 effects.45	 But	 that’s	 not	 true:	 regulators	 frequently	 approve	 drugs
that	are	only	vaguely	effective,	with	serious	side	effects,	on	the	off-chance	that
they	might	be	useful	to	someone,	somewhere,	when	other	interventions	aren’t	an
option.	 They	 are	 used	 by	 doctors	 and	 patients	 as	 second-best	 options,	 but	 we
need	all	the	facts	to	make	safe	and	informed	decisions.
Some	would	argue	 that	 cracks	are	appearing	 in	 this	 secrecy,	with	 some	new

pharmacovigilance	 legislation	 coming	 into	 force	 for	 Europe	 in	 2012	 which	 is
supposed	to	improve	transparency.46	But	at	best,	this	legislation	is	a	very	mixed
bag.	It	does	not	give	access	to	Risk	Management	Plans,	but	it	does	state	that	the
EMA	 should	 publish	 the	 agendas,	 recommendations,	 opinions	 and	minutes	 of
various	 scientific	 committees,	 which	 are	 currently	 completely	 secret.	 We	 can
only	judge	this	small	promised	change	on	how	it	is	implemented,	if	ever,	and	as
we	have	seen,	previous	performance	from	the	EMA	does	not	inspire	confidence.
Even	if	we	set	aside	the	EMA’s	astonishing	and	perverse	behaviour	over	CSRs
for	orlistat	and	rimonabant,	which	you	will	remember	from	Chapter	1,	we	should
also	recall	that	it	has	been	mandated	to	provide	an	open	clinical	trials	register	for
many	years,	but	has	simply	failed	to	do	so,	still	keeping	much	of	that	trials	data
secret	to	this	very	day.
In	any	case,	this	legislation	has	several	serious	flaws.47	The	EMA	is	being	set

up	 as	 the	 host	 of	 a	 single	 database	 for	 drug	 safety	 data,	 for	 example,	 yet	 this
information	will	still	be	kept	secret	from	health	professionals,	scientists	and	the
public.	 But	 the	 most	 interesting	 shortcoming	 of	 this	 new	 legislation	 is	 an
organisational	one.
Many	had	called	for	a	new	‘drug	safety	agency’	to	be	set	up,	monitoring	risks

after	a	drug	came	to	market,	as	a	stand-alone	organisation,	with	its	own	powers
and	 staff,	 completely	 separate	 from	 the	 organisation	 in	 charge	 of	 approving	 a
drug	when	it	first	comes	to	market.48	This	may	sound	like	a	dull	organisational
irrelevancy,	but	in	fact	it	speaks	to	one	of	the	most	disappointing	problems	that
has	been	 identified	 in	 the	operations	of	 regulators	around	 the	world:	 regulators
that	have	approved	a	drug	are	often	 reluctant	 to	 take	 it	off	 the	market,	 in	case
that	is	seen	as	an	admission	of	their	failure	to	spot	problems	in	the	first	place.
That	is	not	idle	pontification	on	my	part.	In	2004	the	epidemiologist	from	the



US	Office	of	Drug	Safety	who	led	the	review	on	Vioxx	told	the	Senate	Finance
Committee:	 ‘My	 experience	 with	 Vioxx	 is	 typical	 of	 how	 CDER	 [the	 FDA’s
Center	for	Drug	Evaluation	and	Research]	responds	to	serious	drug	safety	issues
in	general…the	new	drug	reviewing	division	that	approved	the	drug	in	the	first
place,	 and	 that	 regards	 it	 as	 its	 own	 child,	 typically	 proves	 to	 be	 the	 single
greatest	 obstacle	 to	 effectively	 dealing	 with	 serious	 drug	 safety	 issues.’
Chillingly,	 in	 1963,	 half	 a	 century	 ago,	 an	 FDA	 medical	 officer	 called	 John
Nestor	told	Congress	almost	exactly	the	same	thing:	previous	approval	decisions
were	‘sacrosanct’,	he	said.	‘We	were	not	to	question	decisions	made	in	the	past.’
This	is	a	universal	problem	in	the	politics	and	management	of	regulators,	and

it	can	be	seen	in	the	organisational	structures:	around	the	world,	the	departments
in	 charge	of	monitoring	 safety	 and	 removing	drugs	 from	 the	market	 are	much
smaller	and	less	powerful	than	the	departments	that	approve	drugs,	which	makes
institutions	reluctant	to	impose	suspensions.	Since	we	are	discussing	matters	of
line	management	and	organ-isational	structure,	and	you	might	suspect	that	this	is
merely	a	vague,	handwaving	assertion,	let	me	tell	you	that	it	is	also	the	verdict	of
every	serious	study	of	regulators,49	from	the	Institute	of	Medicine50	to	the	semi-
official	 biography	of	 the	FDA,51	 various	 academics,52	 and	 people	 from	within
the	organisations.
That	is	the	reason	there	were	so	many	calls	for	the	EU	to	create	a	new	Drug

Safety	 Agency,	 and	 that	 is	 why	 it’s	 so	 concerning	 that	 these	 calls	 have	 been
ignored.	 In	 fact,	 the	same	old	models	have	been	put	back	 in	place,	only	under
different	 names.	 The	 EMA’s	 Pharmacovigilance	 Risk	 Assessment	 Committee,
which	 decides	 on	whether	 to	 remove	 an	 approved	 drug	 from	 the	market,	 still
reports	to	the	Committee	for	Medical	Products	for	Human	Use,	which	is	the	one
that	 approves	 them	 in	 the	 first	 place.	This	 perpetuates	 all	 of	 the	 old	 problems
about	removal	being	difficult,	more	lowly	than	approval,	and	an	embarrassment
to	the	approvers.
So	 what	 steps	 can	 a	 regulator	 take	 when	 it	 has	 established	 that	 there	 is	 a

problem?	In	very	extreme	cases	it	can	remove	a	drug	from	the	market	(although
in	the	US,	technically	drugs	usually	stay	on	the	market,	with	the	FDA	advising
against	their	use).	More	commonly	it	will	issue	a	warning	to	doctors	through	one
of	 its	 drug	 safety	 updates,	 a	 ‘Dear	 Doctor’	 letter,	 or	 by	 changing	 the	 ‘label’
(confusingly,	in	reality,	a	leaflet)	that	comes	with	the	drug.	Drug-safety	updates
are	sent	 to	most	doctors,	 though	 it’s	not	entirely	clear	whether	 they	are	widely
read.	 But,	 amazingly,	 when	 a	 regulator	 decides	 to	 notify	 doctors	 about	 a	 side
effect,	the	drug	company	can	contest	this,	and	delay	the	notice	being	sent	out	for



months,	or	even	years.
In	 February	 2008,	 for	 example,	 the	 MHRA	 published	 a	 small	 piece	 in	 its

bulletin	Drug	Safety	Update,	 which	 is	 read	 by	 all	 too	 few	 people.	 The	 article
stated	that	 the	agency	was	planning	a	change	to	the	drug	label	for	all	statins,	a
class	of	drug	given	to	reduce	cholesterol	and	prevent	heart	attacks,	following	a
review	 of	 clinical	 trial	 data,	 spontaneous	 reports	 of	 suspected	 adverse	 drug
reactions,	and	the	published	literature.	 ‘Product	 information	for	statins	 is	being
updated	to	reflect	a	number	of	different	side-effects	as	class	effects	of	all	statins.’
It	explained:	‘Patients	should	be	made	aware	that	treatment	with	any	statin	may
sometimes	be	associated	with	depression,	sleep	disturbances,	memory	loss,	and
sexual	dysfunction.’	The	agency	also	planned	a	new	warning	that	–	very	rarely	–
statin	therapy	might	be	associated	with	interstitial	lung	disease,	a	serious	medical
condition.
The	decision	to	add	these	new	side	effects	to	the	label	was	made	in	February

2008,	but	it	took	until	November	2009	for	an	announcement	that	the	change	was
finally	being	made.	This	is	a	delay	of	almost	two	years.	Why	did	it	take	so	long?
The	 Drugs	 and	 Therapeutics	 Bulletin	 discovered	 the	 reason:	 ‘One	 of	 the
innovator	MA	[marketing	authorisation]	Holders	was	not	in	agreement	with	this
wording.’53	 So,	 a	 drug	 company	 was	 able	 to	 delay	 the	 inclusion	 of	 safety
warnings	on	a	whole	class	of	drugs	prescribed	to	four	million	people	in	the	UK
for	twenty-two	months	because	it	didn’t	agree	with	the	wording.
But	what	good	would	have	come	of	changing	the	label	in	any	case?
This	is	the	final	component	of	our	story.	It’s	difficult	for	doctors	and	patients

to	 get	 a	 clear,	 up-to-date	 picture	 of	 the	 risks	 and	 benefits	 of	 drugs,	 from	 any
source,	but	since	the	regulators	have	privileged	access	to	information,	we	should
expect	them	to	do	a	particularly	clear	job	of	communicating	what	they	have,	as
there	 is	 by	 definition	 no	 competition	 for	 providing	 information	 here,	 and	 no
opportunity	to	shop	around:	the	regulators	are	the	only	people	with	access	to	all
of	the	data.
Drug	 labels	 are	 lauded	 by	 regulators	 as	 a	 single,	 awesome	 repository	 of

information,	 by	 which	 prescribers	 and	 patients	 alike	 can	 be	 educated	 and
informed.	 In	 reality,	 they	 are	 chaotic	 and	 not	 very	 informative.	 They	 often
discuss	 trials,	but	give	no	reference	 to	enable	you	 to	 find	out	more,	or	even	 to
work	out	which	trial	they’re	discussing.	Sometimes	the	basic	elements	of	a	trial
are	so	bizarrely	different	in	the	regulator	document	and	the	published	paper	that
it’s	 hard	 to	 match	 them	 up	 even	 if	 you	 try,	 and	 even	 if	 the	 trial	 has	 been
published.	 What’s	 more,	 most	 labels	 feature	 long	 lists	 of	 hundreds	 of	 side



effects,	with	poor	information	as	to	how	common	they	are,	even	though	most	of
them	 are	 very	 rare,	 and	 are	 not	 even	 confidently	 associated	 with	 the	 drug
anyway.	 Too	 much	 information,	 communicated	 chaotically,	 is	 every	 bit	 as
unhelpful	as	too	little	information.
Some	 US	 researchers	 have	 been	 campaigning	 for	 over	 a	 decade	 to	 add	 a

simple	 ‘drug	 facts	 box’	 to	 the	 information	 given	 to	 doctors	 and	 patients
alongside	the	rather	dense	and	confusing	‘label’.	This	box	would	be	a	summary
document	giving	clear,	quantitative	information	on	the	risks	and	benefits	of	the
drug,	using	evidence-based	strategies	for	communicating	statistical	 information
to	 lay	 people.	 There	 is	 randomised	 controlled	 trial	 evidence	 showing	 that
patients	given	this	drug	facts	box	have	better	knowledge	of	the	benefits	and	risks
of	 their	drugs.54	The	FDA	has	 suggested	 that	 it	will	 think	 about	 using	 them.	 I
hope	that	one	day	it	will,	and	that	it	will	make	these	boxes	itself.
So	you	can	see	 the	difference	for	yourself,	below	is	 the	drug	facts	box	for	a

sleeping	pill	called	‘Lunesta’.
This	drugs	fact	box	is	briefer	than	the	official	label	for	the	same	drug,	which

appears	after	it:	I	think	it’s	also	much	more	informative.	It	doesn’t	solve	all	the
problems	 of	 secrecy,	 or	 even	 all	 the	 problems	 of	 poor	 communication.	 But	 it
does	demonstrate	very	clearly	that	regulators	have	neither	earned	nor	respected
their	special	status	when	it	comes	to	assessing	and	communicating	risk.

Solutions

We	have	established	that	there	are	some	very	serious	problems	here,	both	in	how
we	 approve	 drugs,	 and	 in	 how	 we	 monitor	 their	 safety	 once	 they	 become
available.	 Drugs	 are	 approved	 on	 weak	 evidence,	 showing	 no	 benefit	 over
existing	 treatments,	 and	 sometimes	 no	 benefit	 at	 all.	 This	 gives	 us	 a	 market
flooded	with	drugs	that	aren’t	very	good.	We	then	fail	to	collect	better	evidence
on	 them	once	 they’re	available,	 even	when	we	have	 legislative	power	 to	 force
companies	to	do	better	trials,	and	even	when	they’ve	promised	to	do	so.	Lastly,
side-effects	 data	 is	 gathered	 in	 a	 slightly	 ad	 hoc	 fashion,	 behind	 closed	 doors,
with	secret	documents	and	‘risk	management	plans’	that	are	hidden	from	doctors
and	 patients	 for	 no	 good	 reason.	 The	 results	 of	 this	 safety	 monitoring	 are
communicated	 inconsistently,	 through	 mechanisms	 that	 are	 uninformative	 and
are	 therefore	 used	 infrequently,	 and	 which	 are,	 in	 any	 case,	 vulnerable	 to
spectacular	delays	imposed	by	drug	companies.





We	could	 tolerate	 some	of	 these	problems,	but	enduring	all	of	 them	at	once
creates	a	dangerous	situation,	in	which	patients	are	routinely	harmed	for	lack	of
knowledge.	 It	 wouldn’t	 matter,	 for	 example,	 that	 the	 market	 is	 flooded	 with
drugs	that	are	of	little	benefit,	or	are	worse	than	their	competitors,	if	doctors	and



patients	knew	 this,	could	 find	out	 immediately	and	conveniently	which	are	 the
best	 options,	 and	 could	 change	 their	 behaviour	 to	 reflect	 that.	 But	 this	 is	 not
possible	when	we	are	deprived	of	existing	information	on	risks	and	benefits	by
secretive	regulators,	or	where	good-quality	trial	data	is	not	even	collected.
In	my	view,	fixing	this	situation	requires	a	significant	cultural	shift	in	how	we

approach	 new	 medicines;	 but	 before	 we	 get	 to	 that,	 there	 are	 several	 small,
obvious	steps	which	should	go	without	saying.

1.	 Drug	companies	should	be	required	to	provide	data	showing	how	their	new
drug	compares	against	the	best	currently	available	treatment,	for	every	new
drug,	before	it	comes	onto	the	market.	It’s	fine	that	sometimes	drugs	will	be
approved	despite	showing	no	benefit	over	current	 treatments,	because	 if	a
patient	has	an	idiosyncratic	reaction	to	the	current	common	treatment,	it	is
useful	to	have	other	inferior	options	available	in	your	medical	arsenal.	But
we	need	to	know	the	relative	risks	and	benefits,	if	we	are	to	make	informed
decisions.

2.	 Regulators	 and	 healthcare	 funders	 should	 use	 their	 influence	 to	 force
companies	 to	 produce	 more	 informative	 trials.	 The	 German	 government
have	led	the	field	here,	setting	up	an	agency	in	2010	called	IQWiG,	which
looks	at	the	evidence	for	all	newly	approved	drugs,	to	decide	if	they	should
be	 paid	 for	 by	 Germany’s	 healthcare	 providers.	 IQWiG	 has	 been	 brave
enough	to	demand	good	quality	trials,	measuring	real-world	outcomes,	and
has	already	refused	to	approve	payments	for	new	drugs	where	the	evidence
provided	 is	 weak.	 As	 a	 result,	 companies	 have	 delayed	 marketing	 new
drugs	in	Germany,	while	they	try	to	produce	better	evidence	that	they	really
do	work:55	patients	don’t	lose	out,	since	there’s	no	good	evidence	that	these
new	 drugs	 are	 useful.	 Germany	 is	 the	 largest	 market	 in	 Europe,	 at	 80
million	patients,	and	they’re	not	a	poor	country.	If	all	purchasers	around	the
world	held	the	line,	and	refused	to	buy	drugs	presented	with	weak	evidence,
then	companies	would	be	 forced	 to	produce	meaningful	 trials	much	more
quickly.

3.	 All	 information	 about	 safety	 and	 efficacy	 that	 passes	 between	 regulators
and	drug	companies	should	be	in	the	public	domain,	as	should	all	data	held
by	national	and	 international	bodies	about	adverse	events	on	medications,
unless	there	are	significant	privacy	concerns	on	individual	patient	records.
This	 has	 benefits	 that	 go	 beyond	 immediate	 transparency.	Where	 there	 is
free	access	to	information	about	a	treatment,	we	benefit	from	‘many	eyes’



on	the	problems	around	it,	analysing	them	more	thoroughly,	and	from	more
perspectives.	 Rosiglitazone,	 the	 diabetes	 drug,	 was	 removed	 from	 the
market	because	of	problems	with	heart	failure,	but	those	problems	weren’t
identified	and	acted	on	by	a	 regulator:	 they	were	spotted	by	an	academic,
working	on	data	 that	was,	unusually,	made	more	publicly	available	as	 the
result	of	a	court	case.	The	problems	with	the	pain	drug	Vioxx	were	spotted
by	 independent	 academics	 outside	 the	 regulator.	 The	 problems	 with	 the
diabetes	 drug	 benfluorex	 were	 spotted,	 again,	 by	 independent	 academics
outside	 the	 regulator.	Regulators	 should	not	be	 the	only	people	who	have
access	to	this	data.

4.	 We	should	aim	 to	create	 a	better	market	 for	 communicating	 the	 risks	 and
benefits	 of	 medications.	 The	 output	 of	 regulators	 is	 stuffy,	 legalistic	 and
impenetrable,	and	reflects	the	interests	of	regulators,	not	patients	or	doctors.
If	all	information	is	freely	available,	then	it	can	be	repurposed	by	those	who
have	 access	 to	 it,	 and	précised	 into	better	 forms.	These	 could	be	publicly
funded	 and	 given	 away,	 or	 privately	 funded	 and	 sold,	 depending	 on
business	models.

This	 is	 all	 simple.	 But	 there	 is	 a	 broader	 issue,	 that	 no	 government	 has	 ever
satisfactorily	 addressed,	 bubbling	 under	 in	 the	 culture	 of	 medicine:	 we	 need
more	trials.	Wherever	there	is	true	uncertainty	about	which	treatment	is	best,	we
should	simply	compare	them,	see	which	is	best	at	treating	a	condition,	and	which
has	worse	side	effects.
This	is	entirely	achievable,	and	at	the	end	of	the	next	chapter	I	will	outline	a

proposal	 for	 how	 we	 can	 carry	 out	 trials	 cheaply,	 efficiently	 and	 almost
universally,	wherever	 there	 is	 true	uncertainty.	 It	 could	be	used	at	 the	point	of
approval	 of	 every	 new	 drug,	 and	 it	 could	 be	 used	 throughout	 all	 routine
treatment.
But	first,	we	need	to	see	just	how	rubbish	some	trials	can	be.



4

Bad	Trials

So	far	I’ve	taken	the	idea	of	a	clinical	trial	for	granted,	as	if	 there	was	nothing
complicated	 about	 it:	 you	 just	 take	 some	patients;	 split	 them	 in	 half;	 give	 one
treatment	 to	one	group,	another	 to	the	other;	and	then,	a	while	 later,	you	see	if
there	is	any	difference	in	outcomes	between	your	two	groups.
We’re	 about	 to	 see	 the	 many	 different	 ways	 in	 which	 trials	 can	 be

fundamentally	 flawed,	 by	 both	 design	 and	 analysis,	 in	 ways	 that	 exaggerate
benefits	 and	 underplay	 harms.	 Some	 of	 these	 quirks	 and	 distortions	 are
straightforward	outrages:	fraud,	for	example,	is	unforgivable,	and	dishonest.	But
some	of	 them,	as	we	will	 see,	 are	grey	areas.	There	can	be	close	calls	 in	hard
situations,	 to	 save	money	or	 to	get	a	 faster	 result,	 and	we	can	only	 judge	each
trial	on	its	own	merits.	But	it	is	clear,	I	think,	that	in	many	cases	corners	are	cut
because	of	perverse	incentives.
We	 should	 also	 remember	 that	many	bad	 trials	 (including	 some	of	 the	 ones

discussed	 in	 the	 pages	 to	 follow)	 are	 conducted	 by	 independent	 academics.	 In
fact,	overall,	as	 the	 industry	 is	keen	 to	point	out,	where	people	have	compared
the	methods	of	 independently-sponsored	trials	against	 industry-sponsored	ones,
industry-sponsored	trials	often	come	out	better.	This	may	well	be	true,	but	 it	 is
almost	irrelevant,	for	one	simple	reason:	independent	academics	are	bit	players
in	this	domain.	Ninety	per	cent	of	published	clinical	trials	are	sponsored	by	the
pharmaceutical	 industry.	 They	 dominate	 this	 field,	 they	 set	 the	 tone,	 and	 they
create	the	norms.
Lastly,	 before	we	 get	 to	 the	meat,	 here	 is	 a	 note	 of	 caution.	 Some	 of	what

follows	 is	 tough:	 it’s	 difficult	 science,	 that	 anyone	 can	 understand,	 but	 some
examples	 will	 take	more	mental	 horsepower	 than	 others.	 For	 the	 complicated
ones	I’ve	added	a	brief	summary	at	the	beginning,	and	then	the	full	story.	If	you
find	it	hard	going,	you	could	skip	the	details	and	take	the	summaries	on	trust.	I
won’t	be	offended,	and	the	final	chapter	of	the	book	–	on	dodgy	marketing	–	is



filled	with	horrors	that	you	mustn’t	miss.
To	the	bad	trials.

Outright	fraud

Fraud	is	an	insult.	In	the	rest	of	this	chapter	we	will	see	wily	tricks,	close	calls,
and	 elegant	mischief	 at	 the	margins	of	 acceptability.	But	 fraud	disappoints	me
the	 most,	 because	 there’s	 nothing	 clever	 about	 it:	 nothing	 methodologically
sophisticated,	no	plausible	deniability,	and	no	argument	about	whether	it	breaks
the	data.	Somebody	just	made	the	results	up,	and	that’s	that.	Delete,	ignore,	start
again.
So	it’s	lucky	–	for	me	and	for	patients	–	that	fraud	is	also	fairly	rare,	as	far	as

anyone	 can	 tell.	 The	 best	 current	 estimate	 of	 its	 prevalence	 comes	 from	 a
systematic	 review	 in	 2009,	 bringing	 together	 the	 results	 of	 survey	 data	 from
twenty-one	 studies,	 asking	 researchers	 from	 all	 areas	 of	 science	 about
malpractice.	Unsurprisingly,	people	give	different	 responses	 to	questions	about
fraud	 depending	 on	 how	 you	 ask	 them.	 Two	 per	 cent	 admitted	 to	 having
fabricated,	 falsified	or	modified	data	at	 least	once,	but	 this	 rose	 to	14	per	cent
when	they	were	asked	about	the	behaviour	of	colleagues.	A	third	admitted	other
questionable	 research	practices,	 and	 this	 rose	 to	70	per	 cent,	 again,	when	 they
were	asked	about	colleagues.
We	can	explain	at	least	part	of	the	disparity	between	the	‘myself’	and	‘others’

figures	by	the	fact	that	you	are	one	person,	whereas	you	know	lots	of	people,	but
since	these	are	sensitive	issues,	it’s	probably	safe	to	assume	that	all	responses	are
an	underestimate.	It’s	also	fair	to	say	that	sciences	like	medicine	or	psychology
lend	 themselves	 to	 fabrication,	 because	 so	 many	 factors	 can	 vary	 between
studies,	meaning	 that	picture-perfect	 replication	 is	 rare,	and	as	a	 result	nobody
will	be	very	suspicious	if	your	results	conflict	with	someone	else’s.	In	an	area	of
science	 where	 the	 results	 of	 experiments	 are	 more	 straightforwardly	 ‘yes/no’,
failed	replication	would	expose	a	fraudster	much	more	quickly.
All	 fields	 are	 vulnerable	 to	 selective	 reporting,	 however,	 and	 some	 very

famous	 scientists	 have	 manipulated	 their	 results	 in	 this	 way.	 The	 American
physicist	Robert	Millikan	won	a	Nobel	Prize	 in	1923	after	demonstrating	with
his	 oil-drop	 experiment	 that	 electricity	 comes	 in	 discrete	 units	 –	 electrons.
Millikan	was	mid-career	(the	peak	period	for	fraud)	and	fairly	unknown.	In	his
famous	paper	 from	Physical	Review	he	wrote:	 ‘This	 is	not	a	 selected	group	of



drops,	but	represents	all	of	the	drops	experimented	on	during	sixty	consecutive
days.’	 That	 claim	 was	 entirely	 untrue:	 in	 the	 paper	 there	 were	 fifty-eight
droplets,	but	in	his	notebooks	there	are	175,	annotated	with	phrases	like	‘publish
this	beautiful	one’	and	‘agreement	poor,	will	not	work	out’.	A	debate	has	raged
in	the	scientific	literature	for	many	years	over	whether	this	constitutes	fraud,	and
to	an	extent,	Millikan	was	lucky	that	his	results	could	be	replicated.	But	in	any
case,	 his	 selective	 reporting	 –	 and	 his	misleading	 description	 of	 it	 –	 lies	 on	 a
continuum	of	all	sorts	of	research	activity	that	can	feel	perfectly	innocent,	if	it’s
not	closely	explored.	What	should	a	researcher	do	with	 the	outliers	on	a	graph
that	 is	 otherwise	beautifully	 regular?	When	 they	drop	 something	on	 the	 floor?
When	the	run	on	the	machine	was	probably	contaminated?	For	this	reason,	many
experiments	have	clear	rules	about	excluding	data.
Then	 there	 is	 outright	 fabrication.	 Dr	 Scott	 Reuben	 was	 an	 American

anaesthetist	working	on	pain	who	simply	never	conducted	at	least	twenty	clinical
trials	published	over	the	previous	decade.1	In	some	cases,	he	didn’t	even	pretend
to	get	approval	for	conducting	studies	on	patients	in	his	institution,	and	simply
presented	 the	 results	 of	 trials	 that	 were	 conjured	 out	 of	 nothing.	 Data	 in
medicine,	as	we	should	keep	remembering,	is	not	abstract	or	academic.	Reuben
claimed	to	have	found	that	non-opiate	medications	were	as	effective	as	opiates
for	the	management	of	pain	after	surgical	operations.	This	pleased	everyone,	as
opiates	 are	 generally	 addictive,	 and	 have	 more	 side	 effects.	 Practice	 in	 many
places	 was	 changed,	 and	 now	 that	 field	 is	 in	 turmoil.	 Of	 all	 the	 corners	 in
medicine	 where	 you	 could	 perpetrate	 fraud,	 and	 change	 the	 decisions	 that
doctors	and	patients	make	together,	pain	is	one	area	that	really	matters.
There	 are	 various	 ways	 that	 fraudsters	 can	 be	 caught,	 but	 constant	 vigilant

monitoring	 by	 the	medical	 and	 academic	 establishment	 is	 not	 one	 of	 them,	 as
that	 doesn’t	 happen	 to	 any	 sufficient	 extent.	 Often	 detection	 is	 opportunistic,
accidental	or	the	result	of	local	suspicions.	Malcolm	Pearce,	for	example,	was	a
British	 obstetric	 surgeon	 who	 published	 a	 case	 report	 claiming	 he	 had
reimplanted	an	ectopic	pregnancy,	and	furthermore	that	 this	had	resulted	in	the
successful	delivery	of	a	healthy	baby.	An	anaesthetist	and	a	theatre	technician	in
his	hospital	thought	this	was	unlikely,	as	they’d	have	heard	if	such	a	remarkable
thing	had	happened;	so	they	checked	the	records,	found	no	matching	records	for
any	such	event,	and	things	collapsed	from	there.2	Notably,	in	the	same	issue	of
the	 same	 journal,	 Pearce	 had	 also	 published	 a	 paper	 reporting	 a	 trial	 of	 two
hundred	women	with	polycystic	ovary	syndrome	whom	he	treated	for	recurrent
miscarriage.	 The	 trial	 never	 happened,	 and	 not	 only	 had	 Pearce	 invented	 the



patients	 and	 the	 results,	 he	 had	 even	 concocted	 a	 fictitious	 name	 for	 the
sponsoring	drug	company,	a	company	 that	never	existed.	 In	 the	era	of	Google,
that	lie	might	not	survive	for	very	long.
There	are	other	detection	methods.	The	human	brain	 is	a	fairly	bad	random-

number	generator,	for	example,	and	simple	frauds	have	often	been	uncovered	by
forensic	statisticians	looking	at	last-digit	frequency:	if	you’re	pencilling	numbers
into	a	column	at	random,	you	might	have	a	slight	unconscious	preference	for	the
number	seven.	To	avoid	this	you	might	use	a	random-number	generator,	but	here
you	would	run	into	the	odd	problem	of	telltale	uniformity	in	your	randomness.
The	German	physicist	Jan	Hendrik	Schön	co-authored	roughly	one	paper	every
week	in	2001,	but	his	results	were	too	accurate.	Eventually	someone	noticed	that
two	studies	had	the	same	amount	of	‘noise’	superimposed	on	a	perfect	prototype
result;	 it	 turned	out	 that	many	of	 his	 figures	 had	been	generated	by	 computer,
using	 the	 very	 equations	 they	were	 supposed	 to	 be	 checking,	with	 supposedly
realistic	random	variation	built	into	the	model.
There	are	all	sorts	of	things	we	should	be	doing	to	catch	outright	fraud:	better

investigations,	 better	 routine	 monitoring,	 better	 communication	 from	 journal
editors	 on	 suspicions	 about	 papers	 they	 reject,	 better	 protection	 of
whistleblowers,	 random	 spot	 checks	 of	 primary	 data	 by	 journals,	 and	 so	 on.
People	talk	about	them,	but	they	seldom	do	them,	because	responsibility	for	the
problem	is	diffuse	and	unclear.
So,	 fraud:	 it	happens,	 it’s	not	clever,	 it’s	 just	 criminal,	 and	 is	perpetrated	by

bad	people.	But	its	total	contribution	to	error	in	the	medical	literature	is	marginal
when	 compared	 to	 the	 routine,	 sophisticated	 and	 –	 more	 than	 anything	 –
plausibly	 deniable	 everyday	 methodological	 distortions	 which	 fill	 this	 book.
Despite	 that	 fact,	 outright	 fraud	 is	 almost	 the	 only	 source	 of	 distortion	 that
receives	regular	media	coverage,	simply	because	it’s	easy	to	understand.	That’s
reason	enough	for	me	to	leave	it	alone,	and	move	on	to	the	meat.

Test	your	treatment	in	freakishly	perfect	‘ideal’	patients

As	we	have	seen,	patients	in	trials	are	often	nothing	like	real	patients	seen	by
doctors	 in	 everyday	 clinical	 practice.	 Because	 these	 ‘ideal’	 patients	 are
more	 likely	 to	 get	 better,	 they	 exaggerate	 the	 benefits	 of	 drugs,	 and	 help
expensive	new	medicines	appear	to	be	more	cost	effective	than	they	really
are.



In	the	real	world,	patients	are	often	complicated:	they	might	have	many	different
medical	 problems,	 or	 take	 lots	 of	 different	medicines,	which	 all	 interfere	with
each	other	in	unpredictable	ways;	they	might	drink	more	alcohol	in	a	week	than
is	ideal;	or	have	some	mild	kidney	impairment.	That’s	what	real	patients	are	like.
But	most	 of	 the	 trials	we	 rely	 on	 to	make	 real-world	 decisions	 study	 drugs	 in
unrepresentative,	 freakishly	 ideal	 patients,	 who	 are	 often	 young,	 with	 perfect
single	diagnoses,	fewer	other	health	problems,	and	so	on.3
Are	 the	 results	 of	 trials	 in	 these	 atypical	 participants	 really	 applicable	 to

everyday	patients?	We	know,	after	all,	 that	different	groups	of	patients	respond
to	 drugs	 in	 different	ways.	 Trials	 in	 an	 ideal	 population	might	 exaggerate	 the
benefits	 of	 a	 treatment,	 for	 example,	 or	 find	 benefits	 where	 there	 are	 none.
Sometimes,	if	we’re	very	unlucky,	the	balance	between	risk	and	benefit	can	even
switch	 over	 completely,	 when	 we	 move	 between	 different	 populations.	 Anti-
arrhythmic	drugs,	for	example,	were	shown	to	be	effective	at	prolonging	life	in
patients	with	severe	abnormal	heart	rhythms,	but	were	also	widely	prescribed	for
patients	after	they’d	had	heart	attacks,	when	they	had	only	mild	abnormal	heart
rhythms.	When	 these	 drugs	were	 finally	 trialled	 in	 this	 second	 population,	we
found	–	to	everyone’s	horror	–	that	they	actively	increased	their	risk	of	dying.4
Doctors	and	academics	often	ignore	this	problem,	but	when	you	start	to	stack

up	the	differences	between	trial	patients	and	real	patients	side	by	side,	the	scale
of	the	problem	is	staggering.
One	study	from	2007	took	179	representative	asthma	patients	from	the	general

population,	and	looked	at	how	many	would	have	been	eligible	to	participate	in	a
group	of	 asthma	 treatment	 trials.5	The	 answer	was	 6	 per	 cent	 on	 average,	 and
these	weren’t	any	old	 trials	 they	were	being	rejected	from:	 they	were	 the	 trials
that	form	the	basis	of	the	international	consensus	guidelines	for	treating	asthma
in	GP	clinics	and	hospitals.	These	guidelines	are	used	around	the	world,	and	yet,
as	 this	 study	 shows,	 they	 are	 based	on	 trials	 that	would	 have	 excluded	 almost
every	single	real-world	patient	they’re	applied	to.
Another	 study	 took	 six	 hundred	 patients	 being	 treated	 for	 depression	 in	 an

outpatient	 clinic,	 and	 found	 that	 on	 average	 only	 a	 third	 of	 them	would	 have
been	eligible	 to	participate	 in	 thirty-nine	recently	published	 trials	of	 treatments
for	depression.6	People	often	talk	about	the	difficulties	in	recruiting	patients	for
research:	 but	 one	 study	 described	 how	 186	 patients	 with	 depression	 enquired
about	participating	in	two	different	trials	of	antidepressants,	and	more	than	seven
out	of	every	eight	had	to	be	turned	away	as	they	weren’t	eligible.7
To	see	what	this	looks	like	in	reality,	we	can	follow	one	group	of	patients	with



a	 particular	medical	 problem.	 In	 2011	 some	 researchers	 in	 Finland	 took	 every
patient	who’d	ever	had	a	hip	fracture,	and	worked	out	if	they	would	have	been
eligible	for	the	trials	that	have	been	done	on	bisphosphonate	drugs,	which	are	in
widespread	use	 for	preventing	 fractures.8	They	 started	with	7,411	patients,	 but
2,134	were	excluded	straight	off,	because	they	were	men,	and	all	the	trials	have
been	done	in	women.	Are	there	differences	in	how	men	and	women	respond	to
drugs?	Sometimes,	 yes.	Of	 the	 5,277	 patients	 remaining,	 3,596	were	 excluded
because	they	were	the	wrong	age:	patients	in	the	trials	had	to	be	between	sixty-
five	 and	 seventy-nine.	 Then,	 finally,	 609	 patients	were	 excluded	 because	 they
didn’t	have	osteoporosis.	That	only	 leaves	1,072	patients.	So	 the	data	from	the
trials	on	these	fracture-preventing	drugs	are	only	strictly	applicable	to	about	one
of	 every	 seven	 patients	 with	 a	 fracture.	 They	 might	 still	 work	 in	 the	 people
who’ve	been	excluded,	but	that’s	a	judgement	call	you	have	to	make;	and	even	if
they	do	work,	the	size	of	the	benefit	might	be	different	in	different	people.
This	problem	goes	way	beyond	simply	measuring	the	effectiveness	of	drugs:	it

also	distorts	our	estimates	of	their	cost	effectiveness	(and	in	an	era	of	escalating
costs	in	health	care,	we	need	to	worry	about	value).	Here’s	one	example	from	the
new	‘coxib’	painkiller	drugs.	These	are	sold	on	 the	basis	 that	 they	cause	fewer
gastrointestinal	 or	 ‘GI’	 bleeds	when	 compared	with	 older,	 cheaper	 painkillers,
like	high-street	ibuprofen.
Coxibs	really	do	seem	to	reduce	the	risk	of	GI	bleeds,	which	is	good,	because

such	bleeds	can	be	extremely	serious.	 In	fact	 they	 lessened	 the	risk	by	about	a
half	in	trials,	which	were	conducted	–	of	course	–	in	ideal	patients,	who	were	at
much	 higher	 risk	 of	 having	 a	GI	 bleed.	 For	 the	 people	 running	 the	 trials	 this
made	perfect	sense:	if	you	want	to	show	that	a	drug	reduces	the	risk	of	having	a
bleed,	it	will	be	much	easier	and	cheaper	to	show	that	in	a	population	which	is
having	 lots	 of	 bleeds	 in	 the	 first	 place	 (because	 otherwise,	 if	 your	 outcome	 is
really	rare,	you’re	going	to	need	a	huge	number	of	patients	in	your	trial).
But	an	interesting	problem	appears	if	you	use	these	figures,	on	a	change	in	the

rate	 of	 GI	 bleeds	 in	 freakishly	 ideal	 trial	 patients,	 to	 calculate	 the	 cost	 of
preventing	 a	 bleed	 in	 the	 real	world.	NICE	 estimated	 this	 cost	 at	 $20,000	 per
avoided	 bleed,	 but	 the	 real	 answer	 is	 more	 like	 $100,000.9	 We	 can	 see	 very
easily	 how	 NICE	 got	 this	 wrong,	 by	 doing	 the	 maths	 on	 some	 simple	 rough
round	figures,	though	these	are	–	pleasingly	–	almost	exactly	the	same	as	the	real
ones	(we	must	work	in	dollars	here,	by	the	way,	because	the	analysis	exposing
this	problem	was	published	in	a	US	academic	journal).
The	trial	patients	had	a	high	risk	of	a	bleed:	over	a	year,	fifty	out	of	1,000	had



one.	 This	 was	 reduced	 to	 twenty-five	 out	 of	 1,000	 if	 they	 were	 on	 a	 coxib,
because	a	coxib	halves	your	risk	of	a	bleed.	A	coxib	drug	costs	an	extra	$500	a
year	for	each	patient.	So,	$500,000	spent	on	1,000	patients	buys	you	twenty-five
fewer	 bleeds,	 and	 $500,000÷25	 means	 the	 avoided	 bleeds	 cost	 you	 $20,000
each.
But	if	you	look	at	the	real	patients	getting	coxibs	in	the	GP	records	database,

you	can	see	that	they	have	a	much	lower	risk	of	bleeds:	over	a	year,	ten	out	of
1,000	 had	 one.	 That	 goes	 down	 to	 five	 out	 of	 1,000	 if	 they	were	 on	 a	 coxib,
because	a	coxib	halves	your	risk	of	a	bleed.	So,	you	still	pay	$500,000	for	1,000
patients	to	have	a	coxib	for	a	year,	but	it	only	buys	you	five	fewer	bleeds,	and
$500,000÷5	means	that	these	avoided	bleeds	now	cost	you	$100,000	each.	That
is	a	lot	more	than	$20,000.
This	 problem	 of	 trial	 patients	 being	 unrepresentative	 is	 called	 ‘external

validity’,	or	‘generalisability’	(in	case	you	want	to	read	more	about	it	elsewhere).
It	 can	 make	 a	 trial	 completely	 irrelevant	 to	 real-world	 populations,	 yet	 it	 is
absolutely	 routine	 in	 research,	 which	 is	 conducted	 on	 tight	 budgets,	 to	 tight
schedules,	for	fast	results,	by	people	who	don’t	mind	if	their	results	are	irrelevant
to	 real-world	 clinical	 questions.	 This	 is	 a	 quiet,	 dismal	 scandal.	 There’s	 no
dramatic	 newspaper	 headline,	 and	 no	 single	 killer	 drug:	 just	 a	 slow	 and
unnecessary	pollution	of	almost	the	entire	evidence	base	in	medicine.

Test	your	drug	against	something	rubbish

	 	 	 	 Drugs	 are	 often	 compared	 with	 something	 that’s	 not	 very	 good.	We’ve
already	 seen	 this	 in	 companies	 preferring	 to	 test	 their	 drugs	 against	 a
dummy	 placebo	 sugar	 pill	 that	 contains	 no	medicine,	 as	 this	 sets	 the	 bar
very	low.	But	it	is	also	common	to	see	trials	where	a	new	drug	is	compared
with	 a	 competitor	 that	 is	 known	 to	 be	 pretty	 useless;	 or	 with	 a	 good
competitor,	but	at	a	stupidly	low	dose,	or	a	stupidly	high	dose.

One	thing	that’s	likely	to	make	your	new	treatment	look	good	is	testing	it	against
something	that	doesn’t	work	very	well:	 this	might	sound	absurd,	or	even	cruel,
so	we’re	lucky	that	a	researcher	called	Daniel	Safer	has	pulled	together	a	large
collection	of	trials	using	odd	doses	specifically	to	illustrate	this	problem.10	One
study,	for	example,	compares	paroxetine	against	amitryptiline.	Paroxetine	is	one
of	 the	 newer	 antidepressants,	 and	 it	 is	 largely	 free	 from	 side	 effects	 like



drowsiness.	Amitryptyline	is	a	very	old	drug,	known	to	make	people	sleepy,	so
in	real	clinical	practice	it’s	often	best	to	advise	patients	to	take	it	only	at	night,
because	drowsiness	doesn’t	matter	so	much	when	you’re	asleep.	But	in	this	trial
amitryptyline	was	given	 twice	a	day,	morning	and	night.	The	patients	 reported
lots	of	daytime	sleepiness	on	amitryptyline,	making	paroxetine	look	much	better.
Alternatively,	 some	 trials	 compare	 the	 expensive	 new	 drug	 against	 an	 older

one	given	at	an	unusually	high	dose,	which	means	 it	has	worse	side	effects	by
comparison.	 The	 world	 of	 antipsychotic	 medication	 gives	 an	 interesting
illustration	of	this,	and	one	that	spans	across	several	eras	of	research.
Schizophrenia	 is,	 like	cancer,	a	disease	 for	which	 treatments	are	not	perfect,

and	 the	 benefits	 of	 intervention	must	 often	 be	weighed	 against	 disadvantages.
Each	person	with	schizophrenia	will	have	different	goals.	Some	prefer	to	tolerate
a	higher	risk	of	relapse	because	of	their	very	strong	desire	to	avoid	side	effects	at
any	 cost,	 and	might	 choose	 a	 lower	 dose	 of	medication;	 others	may	 find	 that
serious	relapses	damage	their	lives,	costing	them	their	home,	job	or	friendships,
and	 so	 they	 might	 choose	 to	 tolerate	 some	 side	 effects,	 in	 exchange	 for	 the
benefits	that	go	alongside	them.
This	 is	 often	 a	 difficult	 decision,	 because	 side	 effects	 are	 common	 with

schizophrenia	medication:	especially	movement	disorders	(which	are	a	little	like
the	 symptoms	 of	 Parkinson’s	 disease)	 and	 weight	 gain.	 So	 the	 goal	 of	 drug
innovation	 in	 this	 field	has	been	 to	 find	 tablets	which	 treat	 the	 symptoms,	 but
without	causing	side	effects.	A	couple	of	decades	ago	there	was	a	breakthrough:
a	new	group	of	drugs	were	brought	 to	market,	 the	 ‘atypicals’,	which	promised
just	 that.	A	series	of	trials	was	set	up	to	compare	these	new	drugs	with	the	old
ones.
Safer	 found	 six	 trials	 comparing	 new-generation	 antipsychotic	 drugs	 with

boring	 old-fashioned	 haloperidol	 –	 a	 drug	 well	 known	 to	 have	 serious	 side
effects	 –	 at	 20mg	 a	 day.	 This	 is	 not	 an	 insanely	 high	 dose	 of	 haloperidol:	 it
wouldn’t	 get	 you	 immediately	 struck	 off,	 and	 it’s	 not	 entirely	 outside	 the
maximum	dose	permitted	in	the	British	National	Formulary	(BNF),	the	standard
reference	 manual	 for	 drug	 prescription.	 But	 it’s	 an	 odd	 routine	 dose,	 and	 it’s
inevitable	that	patients	receiving	so	much	would	report	lots	of	side	effects.
Interestingly,	 a	 decade	 later,	 history	 repeated	 itself:	 risperi-done	was	 one	 of

the	first	of	this	new	generation	of	antipsychotic	drugs,	so	it	came	off	patent	first,
immediately	 becoming	 very	 cheap,	 like	 the	 older	 generation	 of	 drugs.	 As	 a
consequence,	many	 drug	 companies	wanted	 to	 show	 that	 their	 own	 expensive
new-generation	 antipsychotic	 was	 better	 than	 risperidone,	 which	 was	 now



suddenly	cheap	and	old-fashioned:	and	so	trials	appeared	comparing	new	drugs
against	 risperidone	 at	 a	 dose	 of	 8mg.	Again,	 8mg	 isn’t	 an	 unimaginably	 high
dose:	 but	 it’s	 still	 pretty	 high,	 and	 patients	 on	 this	 dose	 of	 risperidone	will	 be
much	more	likely	to	report	side	effects,	making	the	comparator	drug	look	more
attractive.
This	–	again	–	is	a	quiet	and	diffuse	scandal.	It	doesn’t	mean	that	any	of	these

specific	 drugs	 are	 outright,	 headline-grabbing	 killers:	 just	 that	 the	 evidence,
overall,	is	distorted.

Trials	that	are	too	short

Trials	are	often	brief,	as	we	have	seen,	because	companies	need	to	get	results	as
quickly	 as	 possible,	 in	 order	 to	make	 their	 drug	 look	 good	while	 it	 is	 still	 in
patent,	and	owned	by	them.	This	raises	several	problems,	including	ones	that	we
have	 already	 reviewed:	 specifically,	 people	 using	 ‘surrogate	 outcomes’,	 like
changes	 in	blood	 tests,	 instead	of	 ‘real-world	outcomes’,	 like	 changes	 in	heart
attack	 rates,	 which	 take	 longer	 to	 emerge.	 But	 brief	 trials	 can	 also	 distort	 the
benefits	of	a	drug	simply	by	virtue	of	their	brevity,	if	the	short-term	effects	are
different	to	the	long-term	ones.
An	operation	to	remove	a	cancer,	for	example,	has	immediate	short-term	risks

–	you	might	die	on	the	table	in	the	operating	theatre,	or	from	an	infection	in	the
following	week	–	but	you	hope	 that	 this	 short-term	 risk	 is	offset	 by	 long-term
benefits.	 If	 you	 do	 a	 trial	 to	 compare	 patients	 who	 have	 the	 operation	 with
patients	who	 don’t,	 but	 only	measure	 outcomes	 for	 one	week,	 you	might	 find
that	those	having	the	operation	die	sooner	than	those	who	don’t.	This	is	because
it	takes	months	or	years	for	people	to	die	of	the	cancer	you’re	cutting	out,	so	the
benefits	of	that	operation	take	months	and	years	to	emerge,	whereas	the	risks,	the
small	number	of	people	who	die	on	the	operating	table,	appear	immediately.
The	same	problem	presents	 itself	with	drug	 trials.	There	might	be	a	sudden,

immediate,	 short-term	 benefit	 from	 a	 weight-loss	 drug,	 for	 example,	 which
deteriorates	 over	 time	 to	 nothing.	 Or	 there	 might	 be	 short-term	 benefits	 and
long-term	side	effects,	which	only	become	apparent	in	longer	trials.	The	weight-
loss	 treatment	Fenphen,	 for	 example,	 caused	weight	 loss	 in	 the	 positive	 short-
term	trials,	but	when	patients	receiving	it	were	observed	over	longer	periods,	it
turned	out	that	they	also	developed	heart	valve	defects.11	Benzodiazapine	drugs
like	 valium	are	 very	 good	 for	 alleviating	 anxiety	 in	 the	 short	 term,	 and	 a	 trial



lasting	six	weeks	would	show	huge	benefits;	but	over	the	months	and	years	that
follow,	 their	 benefits	 decrease,	 and	 patients	 become	 addicted.	 These	 adverse
long-term	outcomes	would	only	be	captured	in	a	longer	trial.
Longer	trials	are	not,	however,	automatically	always	better:	it’s	a	question	of

the	clinical	question	you	are	trying	to	answer,	or	perhaps	trying	to	avoid.	With	an
expensive	 cancer	drug	 like	Herceptin,	 for	 example,	 you	might	 be	 interested	 in
whether	 giving	 it	 for	 short	 periods	 is	 just	 as	 effective	 as	 giving	 it	 for	 long
periods,	in	order	to	avoid	paying	for	larger	quantities	of	the	drug	unnecessarily
(and	exposing	patients	to	a	longer	duration	of	side	effects).	For	this	you’d	need
short	trials,	or	at	the	very	least	trials	that	reported	outcomes	over	a	long	period,
but	after	a	short	period	of	treatment.	Roche	applied	for	twelve-month	treatment
licences	 with	 Herceptin,	 presenting	 data	 from	 twelve-month-long	 trials.	 In
Finland	 a	 trial	 was	 done	 with	 only	 a	 nine-week	 course	 of	 treatment,	 finding
significant	benefit,	and	 the	New	Zealand	government	decided	 to	approve	nine-
week	treatment.	Roche	rubbished	this	brief	study,	and	commissioned	new	trials
for	a	two-year	period	of	treatment.	As	you	can	imagine,	 if	we	want	to	find	out
whether	nine	weeks	of	Herceptin	are	as	good	as	twelve	months	of	Herceptin,	we
need	 to	 run	 some	 trials	 comparing	 those	 two	 treatment	 regimes:	 funding	 trials
like	these	is	often	a	challenge.

Trials	that	stop	early

				If	you	stop	a	trial	early,	or	late,	because	you	were	peeking	at	the	results	as	it
went	along,	you	increase	the	chances	of	getting	a	favourable	result.	This	is
because	you	are	exploiting	the	random	variation	that	exists	in	the	data.	It	is
a	 sophisticated	version	of	 the	way	 someone	 can	 increase	 their	 chances	of
winning	in	a	coin	toss	by	using	this	strategy:	‘Damn!	OK,	best	of	 three…
Damn!	Best	of	five?…Damn!	OK,	best	of	seven…’

Time	and	again	 in	 this	book	we	have	come	back	 to	 the	 same	principle:	 if	you
give	yourself	multiple	chances	of	finding	a	positive	result,	but	use	statistical	tests
that	assume	you	only	had	one	go,	you	hugely	increase	your	chances	of	getting	a
misleading	 false	 positive.	 This	 is	 the	 problem	 with	 people	 hiding	 negative
results.	But	it	also	creeps	into	the	way	people	analyse	studies	which	haven’t	been
hidden.
For	 example,	 if	 you	 flip	 a	 coin	 for	 long	 enough,	 then	 fairly	 soon	you’ll	 get



four	 heads	 in	 a	 row.	 That’s	 not	 the	 same	 as	 saying	 ‘I’m	 going	 to	 throw	 four
heads	in	a	row	right	now,’	and	then	doing	so.	We	know	that	the	time	frame	you
put	around	some	data	can	allow	you	to	pick	out	a	clump	of	findings	which	please
you;	and	we	know	that	this	can	be	a	source	of	mischief.
The	 CLASS	 trial	 compared	 a	 new	 painkiller	 called	 celecoxib	 against	 two

older	pills	over	a	six-month	period.	The	new	drug	showed	fewer	gastrointestinal
complications,	so	lots	more	doctors	prescribed	it.	A	year	later	it	emerged	that	the
original	intention	of	the	trial	had	been	to	follow	up	for	over	a	year.	The	trial	had
shown	no	benefit	for	celecoxib	over	that	longer	period,	but	when	only	the	results
over	 six	 months	 were	 included,	 the	 drug	 shone.	 That	 became	 the	 published
paper.
At	this	stage	we	should	pause	a	moment,	to	recognise	that	it	can	sometimes	be

legitimate	to	stop	a	trial	early:	for	example,	if	 there	is	a	massive,	jaw-dropping
difference	 in	 benefit	 between	 the	 two	 treatment	 groups;	 and	 specifically,	 a
difference	 so	 great,	 so	 unambiguous	 and	 so	 informative	 that	 even	 when	 you
factor	in	the	risk	of	side	effects,	no	physician	of	sound	mind	would	continue	to
prescribe	the	losing	treatment,	and	none	will,	ever	again.
But	you	have	to	be	very	cautious	here,	and	some	terrible	wrong	results	have

been	let	through	by	people	generously	accepting	this	notion.	For	example,	a	trial
of	 the	 drug	 bisoprolol	 during	 blood-vessel	 surgery	 stopped	 early,	 when	 two
patients	on	the	drug	had	a	major	cardiac	event,	while	eighteen	on	placebo	did.	It
seemed	 that	 the	 drug	 was	 a	 massive	 life-saver,	 and	 the	 treatment
recommendations	were	changed.	But	when	it	began	to	seem	that	this	trial	might
have	overstated	the	benefits,	two	larger	ones	were	conducted,	which	found	that
bisoprolol	 actually	 conferred	 no	 benefit.12	 The	 original	 finding	 had	 been
incorrect,	 caused	 by	 researchers	 stopping	 the	 trial	 early	 after	 a	 fluke	 clump	of
deaths.
Peeking	 at	 your	 data	 during	 a	 trial	 can	 raise	 a	 genuinely	 troubling	 ethical

question.	If	you	seem	to	have	found	evidence	of	harm	for	one	or	other	treatment
before	the	end	of	the	study	period,	should	you	continue	to	expose	the	patients	in
your	 trial	 to	 what	 might	 be	 a	 genuine	 risk,	 in	 the	 interests	 of	 getting	 to	 the
bottom	of	whether	it’s	simply	a	chance	finding?	Or	should	you	shut	up	shop	and
close	 the	 trial,	 potentially	 allowing	 that	 chance	 finding	 to	 pollute	 the	medical
literature,	misinforming	treatment	decisions	for	larger	numbers	of	patients	in	the
future?	 This	 is	 particularly	worrying	when	 you	 consider	 that	 after	 a	 truncated
trial,	a	larger	one	often	has	to	be	done	anyway,	exposing	more	people	to	risk,	just
to	discover	if	your	finding	was	an	anomaly.



One	way	 to	 restrict	 the	harm	 that	can	come	from	early	stopping	 is	 to	 set	up
‘stopping	rules’,	specified	before	the	trial	begins,	and	carefully	calculated	to	be
extreme	 enough	 that	 they	 are	 unlikely	 to	 be	 triggered	 by	 the	 chance	 variation
you’d	expect	 to	see,	over	 time,	 in	any	 trial.	Such	rules	are	useful	because	 they
restrict	the	intrusion	of	human	judgement,	which	can	introduce	systematic	bias.
But	whatever	we	do	about	early	stopping	in	medicine,	it	will	probably	pollute

the	data.	A	 review	from	2010	 took	around	a	hundred	 truncated	 trials,	and	 four
hundred	 matched	 trials	 that	 ran	 their	 natural	 course	 to	 the	 end:	 the	 truncated
trials	reported	much	bigger	benefits,	overstating	the	usefulness	of	the	treatments
they	 were	 testing	 by	 about	 a	 quarter.13	 Another	 recent	 review	 found	 that	 the
number	of	trials	stopped	early	has	doubled	since	1990,14	which	is	probably	not
good	 news.	 At	 the	 very	 least,	 results	 from	 trials	 that	 stop	 early	 should	 be
regarded	 with	 a	 large	 dose	 of	 scepticism.	 Particularly	 since	 these	 same
systematic	reviews	show	that	trials	which	stop	early	often	don’t	properly	report
their	reasons	for	doing	so.
And	 all	 of	 this,	 finally,	 becomes	 even	 more	 concerning	 when	 you	 look	 at

which	 trials	 are	 being	 truncated	 early,	 who	 they’re	 run	 by,	 and	 what	 they’re
being	used	for.
In	 2008,	 four	 Italian	 academics	 pulled	 together	 all	 the	 randomised	 trials	 on

cancer	treatments	that	had	been	published	in	the	preceding	eleven	years,	and	that
were	 stopped	 early	 for	 benefit.15	 More	 than	 half	 had	 been	 published	 in	 the
previous	 three	 years,	 suggesting	 once	 again	 that	 this	 issue	 has	 become	 more
prevalent.	Cancer	is	a	fast-moving,	high-visibility	field	in	medicine,	where	time
is	money	and	new	drugs	can	make	big	profits	quickly.	Eighty-six	per	cent	of	the
trials	that	stopped	early	were	being	used	to	support	an	application	to	bring	a	new
drug	onto	the	market.

Trials	that	stop	late

It	would	be	a	mistake	to	think	that	any	of	these	issues	illustrate	transgressions	of
simple	 rules	 that	 should	 be	 followed	 thoughtlessly:	 a	 trial	 can	 be	 stopped	 too
early,	 in	 ways	 that	 are	 foolish,	 but	 it	 can	 also	 be	 stopped	 early	 for	 sensible
reasons.	Similarly,	the	opposite	can	happen:	sometimes	a	trial	can	be	prolonged
for	 entirely	valid	 reasons,	 but	 sometimes,	 prolonging	a	 trial	 –	or	 including	 the
results	from	a	follow-up	period	after	it	–	can	dilute	important	findings,	and	make



them	harder	to	see.
Salmeterol	 is	 an	 inhaler	 drug	 used	 to	 treat	 asthma	 and	 emphysema.	 What

follows16	 is	 –	 if	 you	 can	 follow	 the	 technical	 details	 to	 the	 end	 –	 pretty
frightening,	 so,	 as	 always,	 remember	 that	 this	 is	 not	 a	 self-help	 book,	 and	 it
contains	 no	 advice	 whatsoever	 about	 whether	 any	 one	 drug	 is	 good,	 or	 bad,
overall.	We	are	looking	at	flawed	methods,	and	they	crop	up	in	trials	of	all	kinds
of	drugs.
Salmeterol	is	a	‘bronchodilator’	drug,	which	means	it	works	by	opening	up	the

airways	 in	your	 lungs,	making	 it	easier	 for	you	to	breathe.	 In	1996,	occasional
reports	began	to	emerge	of	‘paradoxical	bronchospasm’	with	salmeterol,	where
the	 opposite	 would	 happen,	 causing	 patients	 to	 become	 very	 unwell	 indeed.
Amateur	 critics	 often	 like	 to	 dismiss	 anecdotes	 as	 ‘unscientific’,	 but	 this	 is
wrong:	anecdotes	are	weaker	evidence	than	trials,	but	they	are	not	without	value,
and	are	often	the	first	sign	of	a	problem.
Salmeterol’s	 manufacturer,	 GSK,	 wisely	 decided	 to	 investigate	 these	 early

reports	 by	 setting	up	 a	 randomised	 trial.	This	 compared	patients	 on	 salmeterol
inhalers	 against	 patients	 with	 dummy	 placebo	 inhalers,	 which	 contained	 no
active	medicine.	The	main	outcome	to	be	measured	was	carefully	pre-specified
as	‘respiratory	deaths	and	life-threatening	experiences’,	combined	together.	The
secondary	outcomes	were	things	like	asthma-related	deaths	(which	is	a	subset	of
all	 respiratory	 deaths),	 allcause	 deaths,	 and	 ‘asthma-related	 deaths	 or	 life-
threatening	experiences’,	again	bundled	up.
The	 trial	 was	 supposed	 to	 recruit	 60,000	 people,	 and	 follow	 them	 up

intensively	 for	 twenty-eight	 weeks,	 with	 researchers	 seeing	 them	 every	 four
weeks	 to	 find	 out	 about	 progress	 and	 problems.	 For	 the	 six	months	 after	 this
twenty-eight-week	period,	investigators	were	asked	to	report	any	serious	adverse
events	they	knew	of	–	but	they	weren’t	actively	seeking	them	out.
What	 happened	 next	 is	 a	 dismal	 tale,	 told	 in	 detail	 in	 a	Lancet	 paper	 some

years	later	by	Peter	Lurie	and	Sidney	Wolfe,	working	from	the	FDA	documents.
In	 September	 2002	 the	 trial’s	 own	 monitoring	 board	 met,	 and	 looked	 at	 the
26,000	 patients	who	had	 been	 through	 so	 far.	 Judging	 by	 the	main	 outcome	–
‘respiratory	deaths	and	life-threatening	experiences’	–	salmeterol	was	worse	than
placebo,	although	the	difference	wasn’t	quite	statistically	significant.	The	same
was	true	for	‘asthma-related	deaths’.	The	trial	board	said	to	GSK:	you	can	either
run	another	10,000	patients	through	to	confirm	this	worrying	hint,	or	terminate
the	trial,	‘with	dissemination	of	findings	as	quickly	as	possible’.	GSK	went	for
the	 latter,	 and	 presented	 this	 interim	 analysis	 at	 a	 conference	 (saying	 it	 was



‘inconclusive’).	The	FDA	got	worried,	and	changed	the	drug’s	label	to	mention
‘a	small	but	significant	increase	in	asthma-related	deaths’.
Here	is	where	it	gets	interesting.	GSK	sent	its	statistics	dossier	on	the	trial	to

the	FDA,	but	the	figures	it	sent	weren’t	calculated	using	the	method	specified	in
the	protocol	laid	down	before	the	study	began,	which	stipulated	that	the	outcome
figures	for	these	adverse	events	should	come	from	the	twenty-eight-week	period
of	the	trial,	as	you’d	imagine,	when	such	events	were	being	carefully	monitored.
Instead,	GSK	sent	the	figures	for	the	full	twelve-month	period:	the	twenty-eight
weeks	when	the	adverse	events	were	closely	monitored,	and	also	the	six	months
after	the	trial	finished,	when	adverse	events	weren’t	being	actively	sought	out,	so
were	less	likely	to	be	reported.	This	means	that	the	high	rate	of	adverse	events
from	the	first	twenty-eight	weeks	of	the	trial	was	diluted	by	the	later	period,	and
the	problem	became	much	less	prominent.
If	you	look	at	the	following	table,	from	the	Lancet	paper,	you	can	see	what	a

difference	that	made.	Don’t	worry	if	you	don’t	understand	everything,	but	here	is
one	easy	bit	of	background,	and	one	hard	bit.	‘Relative	risk’	describes	how	much
more	likely	you	were	to	have	an	event	(like	death)	if	you	were	in	the	salmeterol
group,	 compared	with	 the	placebo	group:	 so	a	 relative	 risk	of	1.31	means	you
were	31	per	cent	more	likely	to	have	that	event	(let’s	say,	‘death’).
The	numbers	in	brackets	after	that,	 the	‘95	per	cent	CI’,	are	the	‘95	per	cent

confidence	 interval’.	While	 the	 single	 figure	 of	 the	 relative	 risk	 is	 our	 ‘point
estimate’	 for	 the	 difference	 in	 risk	 between	 the	 two	 groups	 (salmeterol	 and
placebo),	 the	95	per	cent	CI	 tells	us	how	certain	we	can	be	about	 this	 finding.
Statisticians	will	 be	 queuing	 up	 to	 torpedo	me	 if	 I	 oversimplify	 the	 issue,	 but
essentially,	 if	 you	 ran	 this	 same	 experiment,	 in	 patients	 from	 the	 same
population,	a	hundred	times,	then	you’d	get	slightly	different	results	every	time,
simply	 through	 the	play	of	 chance.	But	ninety-five	 times	out	of	 a	hundred	 the
true	relative	risk	would	lie	somewhere	between	the	two	extremes	of	the	95	per
cent	confidence	interval.	If	you	have	a	better	way	of	explaining	that	in	fifty-four
words,	my	email	address	is	at	the	back	of	this	book.
GSK	didn’t	tell	the	FDA	which	set	of	results	it	had	handed	over.	In	fact,	it	was

only	 in	 2004,	 when	 the	 FDA	 specifically	 asked,	 that	 it	 was	 told	 it	 was	 the
twelve-month	 data.	 The	 FDA	wasn’t	 impressed,	 though	 this	 is	 expressed	 in	 a
bland	sentence:	‘The	Division	presumed	the	data	represented	[only]	the	twenty-
eight-week	 period	 as	 the	 twenty-eight-week	 period	 is	 clinically	 the	 period	 of
interest.’	It	demanded	the	twenty-eight-week	data,	and	said	it	was	going	to	base
all	 its	 labelling	 information	on	 that.	This	data,	as	you	can	see,	painted	a	much



more	worrying	picture	about	the	drug.

It	 took	 a	 couple	 of	 years	 from	 the	 end	 of	 the	 trial	 for	 these	 results	 to	 be
published	 in	an	academic	paper,	 read	by	doctors.	Similarly,	 it	 took	a	 long	 time
for	the	label	on	the	drug	to	explain	the	findings	from	this	study.
There	are	two	interesting	lessons	to	be	learnt	from	this	episode,	as	Lurie	and

Wolfe	point	out.	Firstly,	it	was	possible	for	a	company	to	slow	down	the	news	of
an	 adverse	 finding	 reaching	 clinicians	 and	 patients,	 even	 though	 the	 treatment
was	in	widespread	use,	for	a	considerable	period	of	time.	This	is	something	we
have	seen	before.	And	secondly,	we	would	never	have	known	about	any	of	this	if
the	 activities	 of	 the	 FDA	 Advisory	 Committees	 hadn’t	 been	 at	 least	 partially
open	to	public	scrutiny,	because	‘many	eyes’	are	often	necessary	to	spot	hidden
flaws	in	data.	Again,	this	is	something	we	have	seen	before.
GSK	 responded	 in	 the	Lancet	 that	 the	 twelve-month	data	was	 the	only	data

analysed	by	 the	 trial’s	board,	which	was	 independent	of	 the	company	(the	 trial
was	run	by	a	CRO).17	It	said	that	it	communicated	the	risks	urgently,	sent	a	letter
to	 doctors	 who’d	 prescribed	 salmeterol	 in	 January	 2003,	 when	 the	 trial	 was
formally	 stopped,	 and	 that	 a	 similar	 notice	 appeared	 on	 the	 GSK	 and	 FDA
websites,	stating	that	there	was	a	problem.

Trials	that	are	too	small

	 	 	 	A	small	trial	is	fine,	if	your	drug	is	consistently	life-saving	in	a	condition
that	 is	 consistently	 fatal.	 But	 you	 need	 a	 large	 trial	 to	 detect	 a	 small
difference	 between	 two	 treatments;	 and	 you	 need	 a	 very	 large	 trial	 to	 be
confident	that	two	drugs	are	equally	effective.



If	there’s	one	thing	everybody	thinks	they	know	about	research,	it’s	that	a	bigger
number	of	 participants	means	 a	 better	 study.	That	 is	 true,	 but	 it’s	 not	 the	only
factor.	The	benefit	of	more	participants	is	that	it	evens	out	the	random	variation
among	 them.	 If	 you’ve	 run	 a	 tiny	 trial	 of	 an	 amazing	 concentration-enhancing
drug,	with	ten	people	in	each	group,	then	if	only	one	person	in	one	group	had	a
big	party	the	night	before	your	concentration	test,	their	performance	alone	could
mess	up	your	findings.	If	you	have	lots	of	participants,	this	sort	of	irritating	noise
evens	itself	out.
It’s	 worth	 remembering,	 though,	 that	 sometimes	 a	 small	 study	 can	 be

adequate,	as	the	sample	size	required	for	a	trial	depends	on	a	number	of	factors.
For	example,	if	you	have	a	disease	where	everyone	who	gets	it	dies	within	a	day,
and	you	have	a	drug	that	you	claim	will	cure	this	disease	immediately,	you	won’t
need	very	many	participants	at	all	to	show	that	your	drug	works.	If	the	difference
you’re	trying	to	detect	between	the	two	treatment	groups	is	very	subtle,	though,
you’ll	 need	 many	 more	 participants	 to	 be	 able	 to	 detect	 this	 tiny	 difference
against	the	natural	background	of	everyday	unpredictable	variation	in	health	for
all	the	individuals	in	your	study.
Sometimes	you	see	a	suspiciously	large	number	of	small	trials	being	published

on	a	drug,	and	when	 this	happens	 it’s	 reasonable	 to	suspect	 that	 they	might	be
marketing	 devices	 –	 a	 barrage	 of	 publications	 –	 rather	 than	 genuine	 acts	 of
scientific	 enquiry.	We’ll	 also	 see	 an	 even	more	 heinous	 example	 of	marketing
techniques	in	the	section	on	‘marketing	trials’	shortly.
But	 there’s	a	methodologically	interesting	problem	hiding	in	here	too.	When

you	are	planning	a	trial	to	detect	a	difference	between	two	groups	of	patients,	on
two	 different	 treatments,	 you	 do	 something	 called	 a	 ‘power	 calculation’.	 This
tells	you	how	many	patients	you	will	need	 if	you’re	 to	have	–	say	–	an	80	per
cent	 chance	 of	 detecting	 a	 true	 20	 per	 cent	 difference	 in	 deaths,	 given	 the
expected	 frequency	 of	 deaths	 in	 your	 participants.	 If	 you	 complete	 your	 trials
and	 find	 no	 difference	 in	 deaths	 between	 the	 two	 treatments,	 that	 means	 you
cannot	find	evidence	that	one	is	better	than	the	other.
This	 is	 not	 the	 same	as	 showing	 that	 they	 are	 equivalent.	 If	 you	want	 to	be

able	 to	 say	 that	 two	 treatments	 are	 equivalent,	 then	 for	 dismally	 complicated
technical	 reasons	 (I	 had	 to	 draw	 a	 line	 somewhere)	 you	 need	 a	 much	 larger
number	of	participants.
People	often	forget	that.	For	example,	the	INSIGHT	trial	was	set	up	to	see	if

nifedipine	was	better	than	co-amilozide	for	treating	high	blood	pressure.	It	found
no	evidence	that	it	was.	At	the	time,	the	paper	said	the	two	drugs	had	been	found



to	be	equivalent.	They	hadn’t.18	Many	academics	and	doctors	enjoyed	pointing
that	out	in	the	letters	that	followed.

Trials	that	measure	uninformative	outcomes

				Blood	tests	are	easy	to	measure,	and	often	respond	very	neatly	to	a	dose	of
a	 drug;	 but	 patients	 care	more	 about	whether	 they	 are	 suffering,	 or	 dead,
than	they	do	about	the	numbers	printed	on	a	lab	report.

This	is	something	we	have	already	covered	in	the	previous	chapter,	but	it	bears
repeating,	because	it’s	impossible	to	overstate	how	many	gaps	have	been	left	in
our	 clinical	 knowledge	 through	 unjustified,	 blind	 faith	 in	 surrogate	 outcomes.
Trials	have	been	done	comparing	a	statin	against	placebo,	and	these	have	shown
that	 they	 save	 lives	 rather	 well.	 Trials	 have	 also	 compared	 one	 statin	 with
another:	but	 these	all	use	cholesterol	as	a	surrogate	outcome.	Nobody	has	ever
compared	 the	statins	against	each	other	 to	measure	which	 is	best	at	preventing
death.	 This	 is	 a	 truly	 staggering	 oversight,	 when	 you	 consider	 that	 tens	 of
millions	of	people	around	the	world	have	taken	these	drugs,	and	for	many,	many
years.	If	just	one	of	them	is	only	2	per	cent	better	at	preventing	heart	attacks	than
the	others,	we	are	permitting	a	vast	number	of	avoidable	deaths,	every	day	of	the
week.	These	tens	of	millions	of	patients	are	being	exposed	to	unnecessary	risk,
because	 the	 drugs	 they	 are	 taking	 haven’t	 been	 appropriately	 compared	 with
each	other;	but	each	one	of	those	patients	is	capable	of	producing	data	that	could
be	 used	 to	 compile	 new	 knowledge	 about	which	 drug	 is	 best,	 in	 aggregate,	 if
only	it	was	systematically	randomised,	and	the	outcomes	followed	up.	You	will
hear	much	more	on	this	when	we	discuss	the	need	for	bigger,	simpler	trials	in	the
next	 chapter,	 because	 this	 problem	 is	 not	 academic:	 lives	 are	 lost	 through	 our
uncritical	acceptance	of	trials	that	fail	to	measure	real-world	outcomes.

Trials	that	bundle	their	outcomes	together	in	odd	ways

	 	 	 	 Sometimes,	 the	 way	 you	 package	 up	 your	 outcome	 data	 can	 give
misleading	results.	For	example,	by	setting	your	 thresholds	 just	 right,	you
can	turn	a	modest	benefit	into	an	apparently	dramatic	one.	And	by	bundling



up	 lots	of	different	outcomes,	 to	make	one	big	 ‘composite	outcome’,	you
can	dilute	harms;	or	allow	freak	results	on	uninteresting	outcomes	to	make
it	look	as	if	a	whole	group	of	outcomes	are	improved.

Even	 if	 you	 collect	 entirely	 legitimate	 outcome	 data,	 the	 way	 you	 pool	 these
outcomes	together	over	the	course	of	a	trial	can	be	misleading.	There	are	some
simple	examples	of	this,	and	then	some	slightly	more	complicated	ones.
As	a	very	crude	example,	many	papers	(mercifully,	mostly,	 in	the	past)	have

used	the	‘worst-ever	side-effects	score’	method.19	This	can	be	very	misleading,
as	 it	 takes	 the	worst	side	effects	a	patient	has	ever	scored	during	a	 trial,	 rather
than	a	sum	of	all	 their	side-effects	scores	 throughout	 its	whole	duration.	 In	 the
graphs	below,	you	can	see	why	this	poses	such	a	problem,	because	the	drug	on
the	left	is	made	to	look	as	good	as	the	drug	on	the	right,	by	using	this	‘worst-ever
side-effects	score’	method,	even	though	the	drug	on	the	right	is	clearly	better	for
side	effects.
Another	 misleading	 summary	 can	 be	 created	 by	 choosing	 a	 cut-off	 for

success,	and	pretending	that	this	indicates	a	meaningful	treatment	benefit,	where
in	reality	there	has	been	no	such	thing.	For	example,	a	10	per	cent	reduction	in
symptom	severity	may	be	defined	as	success	in	a	trial,	even	though	it	still	leaves
patients	profoundly	disabled.20	This	 is	 particularly	misleading	 if	 one	 treatment
achieves	a	dramatic	benefit	 if	 it	works	at	all,	and	another	a	modest	benefit	 if	 it
works	 at	 all,	 but	 both	 get	 over	 the	 arbitrary	 and	 modest	 10	 per	 cent	 benefit
threshold	in	the	same	number	of	patients:	suddenly,	a	very	inferior	drug	has	been
made	to	look	just	as	good	as	the	best	in	its	class.



You	 can	 also	 mix	 lots	 of	 different	 outcomes	 together	 to	 produce	 one
‘composite	outcome’.21	Often	 this	 is	 legitimate,	but	 sometimes	 it	can	overstate
benefits.	For	example,	heart	attacks	are	a	fairly	rare	event	in	life	generally,	and
also	in	most	trials	of	cardiovascular	drugs,	which	is	why	such	trials	often	have	to
be	very	large,	 in	order	 to	have	a	chance	of	detecting	a	difference	in	the	rate	of
heart	attacks	between	the	two	groups.	Because	of	this,	it’s	fairly	common	to	see
‘important	 cardiovascular	 endpoints’	 all	 bundled	 up	 together.	 This	 ‘composite
outcome’	will	 include	death,	heart	attack	and	angina	(angina,	 in	case	you	don’t
know,	is	chest	pain	caused	by	heart	problems:	it’s	a	worry,	but	not	as	much	of	a
worry	as	heart	attack	and	death).	A	massive	improvement	in	that	omnibus	score
can	 feel	 like	 a	 huge	 breakthrough	 for	 heart	 attack	 and	 death,	 until	 you	 look
closely	at	the	raw	data,	and	see	that	there	were	hardly	any	heart	attacks	or	deaths
in	 the	 duration	 of	 the	 study	 at	 all,	 and	 all	 you’re	 really	 seeing	 is	 some
improvement	in	angina.
One	particularly	 influential	 composite	 outcome	 came	 from	a	 famous	British

trial	 called	 UKPDS,	 which	 looked	 to	 see	 whether	 intensively	 managing	 the
blood-sugar	levels	of	patients	with	diabetes	made	a	difference	to	their	real-world
outcomes.	 This	 reported	 three	 endpoints:	 it	 found	 no	 benefit	 for	 the	 first	 two,
which	 were	 death	 and	 diabetes-related	 death;	 but	 it	 did	 report	 a	 12	 per	 cent
reduction	in	the	composite	outcome.	This	composite	outcome	consisted	of	lots	of
things:

sudden	death
death	from	high	or	low	blood	sugar
fatal	heart	attack
non-fatal	heart	attack
angina
heart	failure
stroke
renal	failure
amputation
bleeding	into	the	middle	chamber	of	the	eye
diabetes-related	damage	to	the	arteries	in	the	eye	requiring	laser	treatment
blindness	in	one	eye
cataracts	requiring	extraction

That’s	quite	a	 list,	and	a	12	per	cent	 reduction	on	all	of	 it	bundled	up	 together



certainly	 feels	 like	 ‘patient	 oriented	 evidence	 that	 matters’,	 as	 we	 say	 in	 the
business	 (‘POEMs’	 if	 you	 prefer).	 But	 most	 of	 the	 improvement	 in	 this
composite	outcome	was	caused	by	a	reduction	in	the	number	of	people	referred
for	 laser	 treatment	 for	damage	 to	 the	arteries	 in	 their	eyes.	That’s	nice,	but	 it’s
hardly	 the	 most	 important	 thing	 on	 that	 list,	 and	 it’s	 very	 much	 a	 process
outcome,	 rather	 than	 a	 concrete,	 real-world	 one.	 If	 you’re	 interested	 in	 real-
world	 outcomes,	 there	 wasn’t	 even	 any	 change	 in	 the	 number	 of	 people
experiencing	 visual	 loss,	 but	 in	 any	 case,	 it’s	 clearly	 a	 much	 less	 important
outcome	 than	 heart	 attacks,	 deaths,	 strokes	 or	 amputation.	 Similarly,	 the	 trial
found	a	benefit	 for	some	blood	markers	suggestive	of	kidney	problems,	but	no
change	in	actual	end-stage	kidney	disease.
This	 is	 only	 interesting	 because	 UKPDS	 has	 a	 slightly	 legendary	 status,

among	 medics,	 as	 showing	 the	 benefit,	 on	 multiple	 outcomes,	 from	 intensive
blood-sugar	 control	 for	 people	with	 diabetes.	How	was	 this	widespread	 belief
created?	One	enterprising	group	of	researchers	decided	to	find	every	one	of	the
thirty-five	 diabetes	 review	 papers	 citing	 the	UKPDS	 study,	 and	 see	what	 they
said	about	it.22	Twenty-eight	said	that	the	trial	found	a	benefit	for	the	composite
outcome,	but	only	one	mentioned	that	most	of	this	was	down	to	improvements
on	 the	most	 trivial	 outcomes,	 and	 only	 six	 that	 it	 found	 no	 benefit	 for	 death,
which	 is	 surely	 the	 ultimate	 outcome	 that	matters.	There	 is	 a	 terrifying	 reality
revealed	 by	 this	 study:	 rumours,	 oversimplifications	 and	 wishful	 thinking	 can
spread	 through	 the	 academic	 literature,	 just	 as	 easily	 as	 they	 do	 through	 any
internet	discussion	forum.

Trials	that	ignore	drop-outs

	 	 	 	Sometimes	patients	 leave	a	trial	altogether,	often	because	they	didn’t	 like
the	drug	they	were	on.	But	when	you	analyse	the	two	groups	in	your	trial
you	have	to	make	sure	you	analyse	all	the	patients	assigned	to	a	treatment.
Otherwise	you	overstate	the	benefits	of	your	drug.

One	classic	failure	at	the	analysis	stage	which	can	pervert	your	data	horribly	is	to
analyse	 patients	 according	 to	 the	 treatment	 they	 actually	 took,	 rather	 than	 the
treatment	 they	 were	 assigned	 at	 the	 randomisation	 stage	 of	 the	 trial.	 At	 first
glance,	this	seems	perfectly	reasonable:	if	30	per	cent	of	your	patients	dropped
out	 and	 didn’t	 take	 your	 new	 tablet,	 they	 didn’t	 experience	 the	 benefit,	 and



shouldn’t	be	included	in	the	‘new	tablet’	group	at	analysis.
But	as	soon	as	you	start	to	think	about	why	patients	drop	out	of	treatment	in

trials,	 the	 problems	 with	 this	 method	 start	 to	 become	 apparent.	 Maybe	 they
stopped	 taking	your	 tablets	because	 they	had	horrible	 side	effects.	Maybe	 they
stopped	 taking	 your	 tablets	 because	 they	 decided	 they	 didn’t	 work,	 and	 just
tipped	them	in	the	bin.	Maybe	they	stopped	taking	your	 tablets,	and	coming	to
follow-up	 appointments,	 because	 they	were	 dead,	 after	 your	 drug	 killed	 them.
Looking	 at	 patients	 only	 by	 the	 treatment	 they	 took	 is	 called	 a	 ‘per	 protocol’
analysis,	 and	 this	 has	 been	 shown	 to	 dramatically	 overstate	 the	 benefits	 of
treatments,	which	is	why	it’s	not	supposed	to	be	used.
If	you	keep	all	 the	patients	prescribed	your	new	 treatment	–	 including	 those

who	 stopped	 taking	 it	 –	 in	 the	 ‘new	 treatment’	 group	when	 you	 do	 your	 final
calculation,	this	is	called	an	‘intention	to	treat’	analysis.	As	well	as	being	more
conservative,	 this	 analysis	 makes	 much	 more	 sense	 philosophically.	 You’re
going	to	use	the	results	of	a	trial	to	inform	your	decision	about	whether	to	‘give
someone	some	tablets’,	not	‘force	some	tablets	down	their	throat	compulsorily’.
So	you	want	the	results	to	be	from	an	analysis	that	looks	at	people	according	to
what	they	were	given	by	their	doctor,	rather	than	what	they	actually	swallowed.
I’ve	had	the	joy	of	marking	sixty	exam	papers	–	a	Groundhog	Day	experience

if	 ever	 there	 was	 one	 –	 in	 which	 a	 fifth	 of	 the	 marks	 were	 to	 be	 earned	 by
explaining	 ‘intention	 to	 treat	 analysis’.	 This	 is	 at	 the	 absolute	 core	 of	 the
evidence-based	 medicine	 curriculum,	 so	 it’s	 utterly	 bizarre	 that	 there	 are	 still
endless	 ‘per	 protocol’	 analyses	 being	 reported	 by	 the	 drugs	 industry.	 One
systematic	 review	 looked	at	all	 the	 trial	 reports	 submitted	by	companies	 to	 the
Swedish	drug	regulator,	and	then	the	published	academic	papers	relating	to	the
same	 trials	 (if	 they	 even	 existed).23	 All	 but	 one	 of	 the	 submissions	 to	 the
regulator	 featured	both	 ‘intention	 to	 treat’	 and	 ‘per	protocol’	 analyses,	 because
regulators	are,	 for	all	 their	 faults	and	obsessive	secrecy,	at	 least	a	 little	sharper
about	methodological	 rigour	 than	many	 academic	 journals.	All	 but	 two	 of	 the
academic	 papers,	 meanwhile,	 only	 reported	 one	 analysis,	 usually	 the	 ‘per
protocol’	one	that	overstates	the	benefits.	This	is	the	version	that	doctors	read.	In
the	 next	 section,	 we	 will	 see	 another	 example	 of	 how	 academic	 journals
participate	in	the	game	of	overstating	results:	often,	for	all	their	claims	to	be	the
gatekeepers	for	good-quality	research,	these	journals	do	not	do	their	job	well.

Trials	that	change	their	main	outcome	after	they’ve



finished

				If	you	measure	a	dozen	outcomes	in	your	trial,	but	cite	an	improvement	in
any	one	of	them	as	a	positive	result,	then	your	results	are	meaningless.	Our
tests	 for	deciding	 if	a	 result	 is	statistically	significant	assume	 that	you	are
only	 measuring	 one	 outcome.	 By	 measuring	 a	 dozen,	 you	 have	 given
yourself	 a	 dozen	 chances	 of	 getting	 a	 positive	 result,	 rather	 than	 one,
without	clearly	declaring	that.	Your	study	is	biased	by	design,	and	is	likely
to	find	more	positive	results	than	there	really	are.

Imagine	 we’re	 playing	 with	 dice,	 and	 we	 make	 a	 simple	 (albeit	 one-sided)
arrangement:	if	I	throw	a	double	six,	you	have	to	give	me	£10.	So	I	roll	the	dice,
and	 they	 come	 up	 double	 three.	But	 I	 still	 demand	my	 £10,	 claiming	 that	 our
original	agreement	was	in	fact	that	you	give	me	£10	if	I	roll	a	double	three;	and
you	still	pay	me,	with	the	cheerful	encouragement	of	everyone	around	us.	This
exact	scenario	is	played	out	in	clinical	academic	research,	as	a	matter	of	routine,
every	 day,	 when	 we	 tolerate	 people	 doing	 something	 called	 ‘switching	 the
primary	outcome’.
Before	 you	 begin	 a	 clinical	 trial,	 you	 write	 out	 the	 protocol.	 This	 is	 a

document	 describing	 what	 you’re	 going	 to	 do:	 how	many	 participants	 you’re
going	 to	 recruit,	where	 and	 how	 you’re	 going	 to	 recruit	 them,	what	 treatment
each	group	will	receive,	and	what	outcomes	you’re	going	to	measure.	In	a	trial
you’ll	measure	all	kinds	of	things	as	possible	outcomes:	perhaps	a	few	different
rating	scales	for	‘pain’,	or	‘depression’,	or	whatever	you’re	interested	in;	maybe
‘quality	 of	 life’,	 or	 ‘mobility’,	 that	 you’ll	 measure	 with	 some	 kind	 of
questionnaire;	possibly	‘death	from	all	causes’,	and	death	from	each	of	a	number
of	specific	causes	too;	and	lots	of	other	things.
Among	all	of	these	many	outcomes,	you	will	specify	one	(or	perhaps	a	couple

more,	 if	 you	 account	 for	 this	 in	 your	 analysis)	 as	 the	main,	 primary	 outcome.
You	 do	 this	 before	 the	 trial	 starts,	 because	 you’re	 trying	 to	 avoid	 one	 simple
problem:	 if	 you	 measure	 lots	 of	 things,	 some	 of	 them	 will	 come	 up	 as
statistically	significantly	improved,	simply	from	the	natural	random	variation	in
all	trial	data.	These	are	real	people,	remember,	in	the	real	world,	and	their	pain,
depression,	 mobility,	 quality	 of	 life	 and	 so	 on	 will	 all	 vary,	 for	 all	 kinds	 of
reasons,	many	of	which	have	nothing	whatsoever	to	do	with	the	intervention	that
you’re	testing	in	your	trial.
If	you’re	a	pure-hearted	researcher,	you’re	using	statistical	tests	specifically	to



identify	 genuine	 benefits	 of	 the	 treatment	 you’re	 testing.	 You’re	 trying	 to
distinguish	these	real	changes	from	the	normal	random	variation	of	background
noise	that	you	would	expect	to	see	in	your	patients’	results	on	various	tests.	More
than	anything,	you	want	to	avoid	finding	false	positives.
The	traditional	cut-off	for	statistical	significance	is	‘one	in	twenty’.	Roughly

speaking,	clearing	 this	bar	means	 that	 if	you	repeated	 the	same	study	over	and
over	 again,	 with	 the	 same	 methods,	 in	 participants	 taken	 from	 the	 same
population,	you’d	expect	 to	get	 the	same	positive	finding	you’ve	observed	one
time	in	every	twenty,	simply	by	chance,	even	if	the	drug	really	had	no	benefit.	If
you	dip	two	cups	into	the	same	jar	of	white	and	red	beads,	every	now	and	then,
purely	 by	 chance,	 you	 will	 come	 out	 with	 an	 unusually	 small	 number	 of	 red
beads	in	one	cup,	and	an	unusually	large	number	of	red	beads	in	the	other.	The
same	is	true	for	any	measurement	we	take	in	patients:	there	will	be	some	random
variation,	 and	 it	 can	 sometimes	make	 it	 look	 as	 if	 one	 treatment	 is	 better	 than
another,	 on	 one	 scoring	 method,	 simply	 through	 chance.	 Statistical	 tests	 are
designed	to	stop	us	being	misled	by	that	kind	of	random	variation.
So	now,	let’s	imagine	you’re	running	a	trial	where	you	measure	ten	different,

independent	outcomes.	If	we	set	the	cut-off	for	statistical	significance	as	‘one	in
twenty’,	 then	 even	 if	 your	 drug	 does	 nothing	 useful	 at	 all,	 in	 your	 single	 trial
you’ve	 still	 got	 a	50/50	chance	of	 finding	a	positive	benefit	on	at	 least	one	of
your	 outcomes,	 simply	 from	 random	variation	 in	 your	 data.	 If	 you	 didn’t	 pre-
specify	 which	 of	 the	 many	 outcomes	 is	 your	 primary	 outcome	 before	 you
started,	you	could	be	cheeky,	and	report	any	positive	finding	you	get,	in	any	of
your	ten	outcomes,	as	a	positive	result	from	your	trial.
Could	 you	 get	 away	 with	 doing	 this	 openly,	 and	 simply	 saying:	 ‘Hey,	 we

measured	ten	things,	and	one	of	them	came	up	as	improved,	 therefore	our	new
drug	is	awesome’?	Well,	you	probably	could	get	away	with	it	in	some	quarters,
because	the	consumers	of	scientific	papers	aren’t	universally	switched	on	to	this
kind	of	bait	and	switch.	But	generally	people	would	spot	it:	they	would	expect	to
see	a	‘primary	outcome’	nominated	and	reported,	because	they	know	that	if	you
measure	ten	things,	one	of	them	is	pretty	likely	to	come	up	as	improved	simply
through	chance.
The	 problem	 is	 this:	 even	 though	 people	 know	 that	 you	 should	 nominate	 a

primary	 outcome,	 these	 primary	 outcomes	 often	 change	 between	 the	 protocol
and	 the	 paper,	 after	 the	 people	 conducting	 the	 research	 have	 seen	 the	 results.
Even	you	–	a	 random	punter	who’s	picked	up	 this	book	on	a	 station	platform,
and	not	a	professor	of	either	statistics	or	medicine	–	can	see	the	madness	in	this.



If	 the	 primary	 outcome	 reported	 in	 the	 finished	 paper	 is	 different	 from	 the
primary	outcome	nominated	before	the	trial	started,	then	that	is	absurd:	the	entire
point	of	the	primary	outcome	is	that	it’s	the	primary	outcome	nominated	before
the	trial	started.	But	people	do	switch	their	primary	outcomes,	and	this	is	not	just
an	occasional	problem.	In	fact,	it’s	almost	routine	practice.
In	 2009,	 a	 group	of	 researchers	 got	 all	 the	 trials	 they	 could	 find	 on	 various

uses	 of	 a	 drug	 called	 gabapentin.24	 They	 then	 looked	 at	 those	 for	which	 they
could	obtain	 internal	documents,	which	meant	 they	could	 identify	 the	original,
pre-specified	 primary	 outcome.	 Then	 they	 looked	 at	 the	 published	 academic
papers	 that	 reported	 these	 trials.	Of	 course,	 about	 half	 of	 the	 trials	were	never
published	at	all	(the	scandal	of	this	should	not	wear	off	with	repetition).	Twelve
trials	were	published,	and	they	checked	to	see	if	the	things	reported	as	primary
outcomes	in	the	academic	papers	really	were	pre-specified	as	primary	outcomes
in	the	internal	documents,	before	the	trial	started.
What	 they	 found	 was	 a	 mess.	 Of	 the	 twenty-one	 primary	 outcomes	 pre-

specified	 in	 the	 protocols,	 which	 should	 all	 have	 been	 reported,	 only	 eleven
actually	appeared.	Six	weren’t	reported	in	any	form,	and	four	were	reported,	but
reported	as	 if	 they	were	secondary	outcomes	 instead.	You	can	also	 look	at	 this
from	 the	 other	 end	 of	 the	 telescope:	 twenty-eight	 primary	 outcomes	 were
reported	 in	 the	 twelve	 published	 trials,	 but	 of	 those,	 about	 half	 were	 newly
introduced,	and	were	never	really	primary	outcomes	at	all.	This	is	nothing	short
of	ridiculous:	there	is	no	excuse,	not	for	the	researchers	doing	the	switching,	and
not	for	the	academic	journals	failing	to	check.	But	that	was	only	one	drug.	Was	it
a	freak	occurrence?
No.	 In	 2004	 some	 researchers	 published	 a	 paper	 looking	 at	 all	 areas	 of

medicine:	they	took	all	the	trials	approved	by	the	ethics	committees	of	two	cities
over	 two	 years,	 then	 chased	 up	 the	 published	 papers.25	 About	 half	 of	 all	 the
outcomes	were	incorrectly	reported.	Of	the	published	papers,	almost	two	thirds
had	at	least	one	pre-specified	primary	outcome	that	had	been	switched,	and	this
was	not	being	done	at	random:	exactly	as	you’d	expect,	positive	outcomes	were
more	 than	 twice	 as	 likely	 to	 be	 properly	 reported.	 Other	 studies	 on	 primary-
outcome	switching	report	similar	results.
To	 be	 clear:	 if	 you	 switch	 your	 pre-specified	 primary	 outcome	 between	 the

beginning	 and	 the	 end	 of	 your	 trial,	without	 a	 very	 good	 explanation	 for	why
you’ve	 done	 so,	 then	 you’re	 simply	 not	 doing	 science	 properly.	Your	 study	 is
broken	 by	 design.	 It	 should	 be	 a	 universal	 requirement	 that	 all	 studies	 report
their	 pre-specified	 primary	 outcome	 as	 the	 primary	 outcome.	 This	 should	 be



enforced	by	all	journals,	and	things	should	have	been	done	this	way	since	trials
began.	 It’s	 really	not	difficult.	Yet	we	have	collectively	failed	 to	adhere	 to	 this
simple,	obvious	core	requirement	on	an	epic	scale.
For	 one	 final	 illustration	 of	 what	 this	 means	 in	 practice,	 I	 shall	 return	 to

paroxetine,	and	the	studies	that	were	conducted	in	children.	Remember,	when	an
area	of	medicine	is	subject	to	some	kind	of	litigation,	documents	often	become
available	 to	 researchers	 that	 would	 otherwise	 be	 hidden	 from	 view,	 allowing
them	to	identify	problems,	discrepancies	and	patterns	that	would	not	normally	be
detectable.	For	the	most	part	these	are	documents	which	should	always	be	in	the
public	domain,	but	are	not.	So	paroxetine	may	not	be	worse	than	any	other	drug
for	this	kind	of	mischief	(in	fact,	as	we	have	seen	from	the	study	just	described,
outcome	switching	happens	across	the	board):	it’s	simply	one	of	the	cases	about
which	we	have	the	most	detail.
In	2008	a	group	of	researchers	decided	to	go	through	the	documents	opened

up	by	the	litigation	over	paroxetine,	and	examine	how	the	results	of	one	clinical
trial	 –	 ‘trial	 329’	 –	 had	 been	 published.26	 As	 late	 as	 2007	 systematic	 reviews
were	 still	 describing	 this	 trial	 as	 having	 a	 positive	 result,	which	 is	 how	 it	was
reported	in	publications	of	its	results.	But	in	reality	that	was	completely	untrue:
the	original	protocols	 specified	 two	primary	outcomes	and	six	 secondary	ones.
At	 the	end	of	 the	 trial	 there	was	no	difference	between	paroxetine	and	placebo
for	any	of	these	outcomes.	At	least	nineteen	more	outcomes	were	also	measured,
making	 twenty-seven	 in	 total.	 Of	 those,	 only	 four	 gave	 a	 positive	 result	 for
paroxetine.	 These	 positive	 findings	 were	 reported	 as	 if	 they	 were	 the	 main
outcomes.
It	would	be	tempting	to	regard	the	reporting	of	trial	329	as	some	kind	of	freak

episode,	an	appalling	exception	in	an	otherwise	sane	medical	world.	Tragically,
as	the	research	above	demonstrates,	this	behaviour	is	widespread.
So	widespread,	in	fact,	that	there’s	room	for	a	small	cottage	industry,	if	there

are	 any	 academics	 feeling	 brave	 enough	 to	 pursue	 the	 project.	 Someone
somewhere	needs	to	identify	all	the	studies	where	the	main	outcomes	have	been
switched,	demand	access	to	the	raw	data,	and	helpfully,	at	long	last,	conduct	the
correct	 analyses	 for	 the	 original	 researchers.	 If	 you	 choose	 to	 do	 this,	 your
published	 papers	 will	 immediately	 become	 the	 definitive	 reference	 on	 these
trials,	because	 they	will	be	 the	only	ones	 to	correctly	present	 the	pre-specified
trial	outcomes.	The	publications	 from	 the	original	 researchers	will	 be	no	more
than	a	tangential	and	irrelevant	distraction.
I’m	sure	they’ll	be	pleased	to	help.



Dodgy	subgroup	analyses

				If	your	drug	didn’t	win	overall	in	your	trial,	you	can	chop	up	the	data	in	lots
of	different	ways,	 to	 try	 and	 see	 if	 it	won	 in	 a	 subgroup:	maybe	 it	works
brilliantly	 in	 Chinese	 men	 between	 fifty-six	 and	 seventy-one.	 This	 is	 as
stupid	 as	 playing	 ‘Best	 of	 three…Best	 of	 five…’	 And	 yet	 it	 is
commonplace.

Time	and	again	we	have	come	back	to	the	same	principle	in	this	chapter:	if	you
give	yourself	multiple	chances	at	finding	a	positive	result,	but	use	statistical	tests
that	 assume	 you	 only	 had	 one	 go,	 then	 you	 vastly	 increase	 your	 chances	 of
getting	 the	 result	 you	 want	 –	 if	 you	 flip	 a	 coin	 for	 long	 enough,	 you	 will
eventually	get	four	heads	in	a	row.
A	new	way	of	doing	this	is	the	subgroup	analysis.	The	trick	is	simple:	you’ve

finished	 your	 trial,	 and	 it	 had	 a	 negative	 result.	 There	 was	 no	 difference	 in
outcome	–	the	patients	on	placebo	did	just	as	well	as	those	on	your	new	tablets.
Your	 drug	 doesn’t	work.	This	 is	 bad	 news.	But	 then	 you	 dig	 a	 little	more,	 do
some	 analyses,	 and	 find	 that	 the	 drug	worked	great	 for	Hispanic	 non-smoking
men	aged	fifty-five	to	seventy.
If	it’s	not	immediately	obvious	why	this	is	a	problem,	we	have	to	go	back	and

think	about	the	random	variation	in	the	data	in	any	trial.	Let’s	say	your	drug	is
supposed	 to	prevent	death	during	 the	duration	of	 the	 trial.	We	know	that	death
happens	 for	 all	 kinds	 of	 reasons,	 at	 often	 quite	 arbitrary	 moments,	 and	 is	 –
cruelly	 –	 only	 partly	 predictable	 on	 the	 basis	 of	 what	 we	 know	 about	 how
healthy	people	are.	You’re	hoping	that	when	you	run	your	trial,	your	drug	will	be
able	to	defer	some	of	these	random	unpredictable	deaths	(though	not	all,	because
no	 drug	 prevents	 all	 causes	 of	 death!),	 and	 that	 you’ll	 be	 able	 to	 pick	 up	 that
change	 in	death	rate,	 if	you	have	a	sufficiently	 large	number	of	people	 in	your
trial.
But	 if	 you	 go	 to	 your	 results	 after	 your	 trial	 has	 finished,	 and	 draw	 a	 line

around	 a	 group	 of	 deaths	 that	 you	 can	 see,	 or	 around	 a	 group	 of	 people	who
survived,	you	can’t	then	pretend	that	this	was	an	arbitrarily	chosen	subgroup.
If	 you’re	 still	 struggling	 to	 understand	 why	 this	 is	 problematic,	 think	 of	 a

Christmas	pudding	with	coins	 randomly	distributed	 throughout	 it.	You	want	 to
work	out	how	many	coins	there	are	altogether,	so	you	take	a	slice,	a	tenth	of	the
pudding,	at	random,	count	the	coins,	multiply	by	ten,	and	you	have	an	estimate
of	 the	 total	 number	 of	 coins.	 That’s	 a	 sensible	 study,	 in	 which	 you	 took	 a



sensible	sample,	blind	to	where	the	coins	were.	If	you	were	to	x-ray	the	pudding,
you	would	see	 that	 there	were	some	places	 in	 it	where,	simply	 through	chance
clumping,	 there	were	more	coins	 than	elsewhere.	And	 if	you	were	 to	carefully
follow	a	very	complex	path	with	your	knife,	you	would	be	able	 to	carve	out	a
piece	of	pudding	with	more	coins	in	it	 than	your	initial	sensible	sample.	If	you
multiply	the	coins	in	this	new	sample	by	ten,	you	will	make	it	seem	as	if	your
pudding	has	lots	more	coins	in	it.	But	only	because	you	cheated.	The	coins	are
still	randomly	distributed	in	the	pudding.	The	slice	you	took	after	you	x-rayed	it
and	 saw	 where	 the	 coins	 were	 is	 no	 longer	 informative	 about	 what’s	 really
happening	inside	there.
And	yet	this	kind	of	optimistic	overanalysis	is	seen	echoing	out	from	business

presentations,	 throughout	 the	country,	every	day	of	 the	week.	 ‘You	can	see	we
did	 pretty	 poorly	 overall,’	 they	 might	 say,	 ‘but	 interestingly	 our	 national
advertising	campaign	caused	a	massive	uptick	in	sales	for	 lower-priced	laptops
in	 the	 Bognor	 region.’	 If	 there	 was	 no	 prior	 reason	 to	 believe	 that	 Bognor	 is
different	 from	the	 rest	of	your	shops,	and	no	 reason	 to	believe	 that	 laptops	are
different	from	the	rest	of	your	products,	then	this	is	a	spurious	and	unreasonable
piece	of	cherry-picking.
More	generally,	we	would	say:	if	you’ve	already	seen	your	results,	you	can’t

then	find	your	hypothesis	in	them.	A	hypothesis	has	to	come	before	you	see	the
results	which	 test	 it.	So	subgroup	analyses,	unless	 they’re	specified	before	you
begin,	are	just	another	way	to	increase	your	chances	of	getting	a	spurious,	false
positive	 result.	 But	 they	 are	 amazingly	 common,	 and	 amazingly	 seductive,
because	they	feel	superficially	plausible.
This	problem	is	so	deep-rooted	that	it	has	been	the	subject	of	a	whole	series	of

comedy	 papers	 by	 research	 methodologists,	 desperate	 to	 explain	 their	 case	 to
over-optimistic	researchers	who	can’t	see	the	flaws	in	what	they’re	doing.	Thirty
years	 ago,	 Lee	 and	 colleagues	 published	 the	 classic	 cautionary	 paper	 on	 this
topic	 in	 the	 journal	Circulation.27	 They	 recruited	 1,073	 patients	with	 coronary
artery	 disease,	 and	 randomly	 allocated	 them	 to	 get	 either	 Treatment	 1	 or
Treatment	2.	Both	treatments	were	non-existent,	because	this	was	a	fake	trial,	a
simulation	of	a	trial.	But	the	researchers	followed	up	the	real	data	on	these	real
patients,	to	see	what	they	could	find,	in	the	random	noise	of	their	progress.
They	 were	 not	 disappointed.	 Overall,	 as	 you	 would	 expect,	 there	 was	 no

difference	in	survival	between	the	two	groups,	since	they	were	both	treated	the
same	 way.	 But	 in	 a	 subgroup	 of	 397	 patients	 (characterised	 by	 ‘three-vessel
disease’	and	‘abnormal	left	ventricular	contraction’)	the	survival	of	Treatment	1



patients	 was	 significantly	 different	 from	 that	 of	 Treatment	 2	 patients,	 entirely
through	chance.	So	 it	 turns	out	 that	you	can	show	significant	benefits,	using	a
subgroup	analysis,	even	in	a	fake	trial,	where	both	interventions	consist	of	doing
absolutely	nothing	whatsoever.
You	 can	 also	 find	 spurious	 subgroup	 effects	 in	 real	 trials,	 if	 you	 do	 a	 large

enough	number	of	spurious	analyses.28	Researchers	working	on	a	 trial	 into	 the
efficacy	 of	 a	 surgical	 procedure	 called	 endarterectomy	 decided	 to	 see	 how	 far
they	 could	 push	 this	 idea	 –	 for	 a	 joke	 –	 dividing	 the	 patients	 up	 into	 every
imaginable	subgroup,	and	examining	the	results.	First	they	found	that	the	benefit
of	the	surgery	depended	on	which	day	of	the	week	the	patient	was	born	on	(see
below):29	if	you	base	your	clinical	decisions	on	that,	you’re	an	idiot.	There	was
also	a	beautiful,	 almost	 linear	 relationship	between	month	of	birth	and	clinical
outcome:	patients	born	in	May	and	June	show	a	huge	benefit,	then	as	you	move
through	the	calendar	there	is	less	and	less	effect,	until	by	March	the	intervention
starts	 to	 seem	 almost	 harmful.	 If	 this	 finding	 had	 been	 for	 a	 biologically
plausible	variable,	like	age,	that	subgroup	analysis	would	have	been	very	hard	to
ignore.
Lastly,	the	ISIS-2	trial	compared	the	benefits	of	giving	aspirin	or	placebo	for

patients	who’d	just	had	a	suspected	heart	attack.	Aspirin	was	found	to	improve
outcomes,	 but	 the	 researchers	 decided	 to	 do	 a	 subgroup	 analysis,	 just	 for	 fun.
This	 revealed	 that	 while	 aspirin	 is	 very	 effective	 overall,	 it	 doesn’t	 work	 in
patients	born	under	 the	star	signs	of	Libra	and	Gemini.	Those	 two	signs	aren’t
even	 adjacent	 to	 each	 other.	 Once	 again:	 if	 you	 chop	 up	 your	 data	 in	 lots	 of
different	ways,	you	can	pull	out	lumpy	subgroups	with	weird	findings	at	will.
So	 should	 patients	 born	 under	 Libra	 and	Gemini	 be	 deprived	 of	 treatment?

You	would	say	no,	of	course,	and	that	would	make	you	wiser	than	many	in	the
medical	profession:	the	CCSG	trial	found	that	aspirin	was	effective	at	preventing
stroke	and	death	 in	men,	but	not	 in	women;30	 as	 a	 result,	women	were	under-
treated	for	a	decade,	until	further	trials	and	overviews	showed	a	benefit.



That	is	just	one	of	many	subgroup	analyses	that	have	misled	us	in	medicine,
often	 incorrectly	 identifying	subgroups	of	people	who	wouldn’t	benefit	 from	a
treatment	 that	was	usually	effective.	So,	 for	example,	we	 thought	 the	hormone
blocking	drug	tamoxifen	was	no	good	for	treating	breast	cancer	in	women	if	they
were	 younger	 than	 fifty	 (we	were	wrong).	We	 thought	 clotbusting	 drugs	were
ineffective,	or	even	harmful,	when	treating	heart	attacks	in	people	who’d	already
had	a	heart	attack	(we	were	wrong).	We	thought	drugs	called	‘ACE	inhibitors’
stopped	 reducing	 the	 death	 rate	 in	 heart	 failure	 patients	 if	 they	 were	 also	 on
aspirin	 (we	 were	 wrong).	 Unusually,	 none	 of	 these	 findings	 was	 driven	 by
financial	 avarice:	 they	 were	 driven	 by	 ambition,	 perhaps;	 excitement	 at	 new
findings,	certainly;	 ignorance	of	 the	risks	of	subgroup	analysis;	and,	of	course,
chance.

Dodgy	subgroups	of	trials,	rather	than	patients

	 	 	 	You	can	draw	a	net	around	a	group	of	trials,	by	selectively	quoting	them,
and	make	a	drug	seem	more	effective	than	it	really	is.	When	you	do	this	on
one	use	of	one	drug,	it’s	obvious	what	you’re	doing.	But	you	can	also	do	it
within	 a	 whole	 clinical	 research	 programme,	 and	 create	 a	 confusion	 that
nobody	yet	feels	able	to	contain.

We’ve	 already	 seen	 that	 positive	 trials	 are	 more	 likely	 to	 be	 published	 and
disseminated	than	negative	ones,	and	that	this	can	be	misleading.	Essentially,	the
problem	is	this:	when	we	systematically	review	only	the	published	trials,	we	are
only	 seeing	 a	 subset	 of	 the	 results,	 and	 a	 subset	 that	 contains	 more	 positive



results.	We’ve	taken	a	basket	out	with	us	to	shop	for	trials,	and	been	given	only
the	nicest	trials	to	put	in	it.	But	we’d	be	foolish	to	imagine	that	only	nice	trials
exist.
This	same	problem	–	of	how	you	take	a	sample	of	trials	–	can	present	itself	in

another,	much	more	interesting	way,	best	illustrated	with	an	example.
Bevacizumab	is	expensive	cancer	drug	–	its	sales	in	2010	were	$2.7	billion	–

but	 it	doesn’t	work	very	well.	 If	you	 look	on	ClinicalTrials.gov,	 the	register	of
trials	(which	has	its	own	problems,	of	course)	you	will	find	about	1,000	trials	of
this	drug,	in	lots	of	different	kinds	of	cancer:	from	kidney	and	lung	to	breast	and
bowel,	it’s	being	thrown	at	everything.
Inevitably	–	sadly	–	lots	of	results	from	these	trials	are	missing.	In	2010	two

researchers	 from	 Greece	 set	 about	 tracking	 down	 all	 the	 studies	 they	 could
find.31	 Looking	 only	 for	 the	 large	 ‘phase	 3’	 trials,	 where	 bevacizumab	 was
compared	 against	 placebo,	 they	 found	 twenty-six	 that	 had	 finished.	 Of	 these,
nine	were	published	(representing	7,234	patients’	worth	of	data),	and	three	had
results	 presented	 at	 a	 conference	 (4,669	 patients’	 worth).	 But	 fourteen	 more
trials,	with	10,724	participating	patients	in	total,	remain	unpublished.
That’s	damnable,	but	it’s	not	the	interesting	bit.
They	 put	 all	 the	 results	 together,	 and	 overall	 it	 seems,	 regardless	 of	 which

cancer	 you’re	 talking	 about,	 this	 drug	 gives	 a	marginal,	 brief	 survival	 benefit,
and	to	roughly	the	same	extent	in	each	kind	of	cancer	(though	remember,	that’s
before	you	take	 into	account	 the	side	effects,	and	other	very	real	costs).	That’s
not	the	interesting	bit	either:	remember,	we’re	trying	to	get	away	from	the	idea
that	 individual	drug	 results	are	newsworthy,	and	 focus	on	 the	 structural	 issues,
since	they	can	affect	every	drug,	and	every	disease.
This	 is	 the	 interesting	 bit.	 From	 June	 2009	 to	 March	 2010,	 six	 different

systematic	reviews	and	meta-analyses	on	bevacizumab	were	published,	each	in	a
different	type	of	cancer,	each	containing	the	few	trials	specific	to	that	cancer.
Now,	if	any	one	of	those	meta-analyses	reports	a	positive	benefit	for	the	drug,

in	one	form	of	cancer,	 is	 that	a	real	effect?	Or	 is	 it	a	subgroup	analysis,	where
there	 is	 an	 extra	 opportunity	 to	 get	 a	 positive	 benefit,	 regardless	 of	 the	 drug’s
real	effects,	simply	by	chance,	like	rolling	a	dice	over	and	over	until	you	get	a
six?	This	is	a	close	call.	I	think	it’s	a	subgroup	analysis,	and	John	Ioannidis	and
Fotini	Karassa,	 the	 two	researchers	who	pulled	 this	data	 together,	 think	so	 too.
None	of	 the	 individual	meta-analyses	 took	 into	account	 the	fact	 that	 they	were
part	of	a	wider	programme	of	research,	with	machine	guns	spraying	bullets	at	a
wall:	 at	 some	 stage,	 a	 few	 were	 bound	 to	 hit	 close	 together.	 Ioannidis	 and



Karassa	argue	 that	we	need	to	analyse	whole	clinical	 trials	programmes,	 rather
than	individual	studies,	or	clumps	of	studies,	and	account	for	the	number	of	trials
done	 with	 the	 drug	 on	 any	 disease.	 I	 think	 they’re	 probably	 right,	 but	 it’s	 a
complicated	business.	As	you	can	now	see,	there	are	traps	everywhere.

‘Seeding	Trials’

	 	 	 	 Sometimes,	 trials	 aren’t	 really	 trials:	 they’re	 viral	 marketing	 projects,
designed	to	get	as	many	doctors	prescribing	the	new	drug	as	possible,	with
tiny	numbers	of	participants	from	large	numbers	of	clinics.

Let’s	 say	 you	 want	 to	 find	 out	 if	 your	 new	 pain	 drug,	 already	 shown	 to	 be
effective	 in	 strict	 trials	 with	 ideal	 patients,	 also	 works	 in	 routine	 clinical	 use.
Pain	is	common,	so	the	obvious	and	practical	approach	is	to	use	a	small	number
of	community	clinics	as	research	centres,	and	recruit	 lots	of	patients	from	each
of	these.	Running	your	study	this	way	brings	many	advantages:	you	can	train	a
small	 number	 of	 participating	 doctors	 easily	 and	 cheaply;	 administrative	 costs
will	 be	 lower;	 and	 you	 can	 monitor	 data	 standards	 properly,	 which	 means	 a
better	chance	of	good-quality	data,	and	a	reliable	answer.
The	ADVANTAGE	 trial	 on	Vioxx	was	 conducted	 very	 differently.	They	 set

out	 to	 recruit	 over	 5,000	 patients,	 but	 their	 design	 specified	 that	 each	 doctor
should	 only	 treat	 a	 handful	 of	 patients.	 This	 meant	 that	 a	 vast	 number	 of
participating	doctors	were	 required	–	 six	hundred	by	 the	end	of	 the	 study.	But
that	was	OK	for	Merck,	because	the	intention	of	this	study	wasn’t	really	to	find
out	 how	 good	 the	 drug	was:	 it	 was	 to	 advertise	Vioxx	 to	 as	many	 doctors	 as
possible,	to	get	them	familiar	with	prescribing	it,	and	to	get	them	talking	about	it
to	their	friends	and	colleagues.
The	basic	 ideas	behind	seeding	 trials	have	been	discussed	for	many	years	 in

the	 medical	 literature,	 but	 only	 ever	 in	 hushed	 tones,	 with	 the	 threat	 of	 a
defamation	suit	hanging	over	your	head.	This	is	because,	even	if	the	number	of
sites	 looks	 odd	 from	 the	 outside,	 you	 can’t	 be	 absolutely	 sure	 that	 any	 given
project	really	is	a	seeding	trial,	unless	you	catch	the	company	openly	discussing
that	fact.
In	2008,	new	documents	were	 released	during	unrelated	 litigation	on	Vioxx,

and	 they	 produced	 exactly	 this	 proof.32	Although	 the	ADVANTAGE	 trial	was
described	 to	patients	 and	doctors	 as	 a	 piece	of	 research,	 in	 reality,	 reading	 the



internal	 documents,	 it	 was	 intended	 as	 a	marketing	 trial	 from	 the	 outset.	 One
internal	memo,	for	example,	under	 the	heading	‘description	and	rationale’,	sets
out	 how	 the	 trial	 was	 ‘designed	 and	 executed	 in	 the	 spirit	 of	 the	 Merck
marketing	 principles’.	 Here	 these	 were,	 in	 order:	 to	 target	 a	 select	 group	 of
critical	 customers	 (family	doctors);	 to	use	 the	 trial	 to	demonstrate	 the	value	of
the	 drug	 to	 the	 doctors;	 to	 integrate	 the	 research	 and	marketing	 teams;	 and	 to
track	 the	 number	 of	 prescriptions	 for	 Vioxx	 written	 by	 doctors	 after	 the	 trial
finished.	The	data	was	handled	entirely	by	Merck’s	marketing	division,	and	the
lead	 author	 on	 the	 academic	 paper	 reporting	 the	 trial	 later	 told	 the	New	 York
Times	that	he	had	no	role	in	either	collecting	or	analysing	the	data.
Seeding	 trials	 raise	 several	 serious	 issues.	To	begin	with,	 the	purpose	of	 the

trial	 is	hidden	 from	participating	patients	and	doctors,	but	also	 from	 the	ethics
committees	giving	permission	for	access	to	patients.	The	editorial	accompanying
the	 paper	 that	 exposed	 the	ADVANTAGE	 trial	 is	 as	 damning,	 on	 this,	 as	 any
academic	journal	article	possibly	could	be.
				[These	documents]…tell	us	that	deception	is	the	key	to	a	successful	seeding
trial…Institutional	review	boards,	whose	purpose	is	to	protect	humans	who
participate	 in	 research,	 would	 probably	 not	 likely	 approve	 an	 action	 that
places	patients	 in	harms	way	 in	order	 to	 influence	physicians’	prescribing
habits.	If	they	knew,	few	established	clinical	researchers	would	participate
as	coinvestigators.	Few	physicians	would	knowingly	enroll	their	patients	in
a	 study	 that	 placed	 them	 at	 risk	 in	 order	 to	 provide	 a	 company	 with	 a
marketing	advantage,	and	few	patients	would	agree	to	participate.	Seeding
trials	 can	 occur	 only	 because	 the	 company	 does	 not	 disclose	 their	 true
purpose	to	anyone	who	could	say	‘no.’33

So	seeding	trials	mislead	patients.	It’s	also	poignant	–	for	me,	as	a	medic,	at	any
rate	 –	 to	 imagine	 the	 hollow	 boasts	 from	 vain,	 arrogant,	 hoodwinked	 doctors.
‘We’re	having	 some	great	 results	with	Vioxx,	 actually,’	 you	 can	 imagine	 them
saying	in	the	pub.	‘Did	I	tell	you	I’m	an	investigator	on	that	trial?	It’s	fascinating
work	we’re	doing…’
But	there	are	much	more	concrete	concerns	from	these	trials,	because	they	can

also	 produce	 poor-quality	 data,	 since	 the	 design	 is	 geared	 towards	marketing,
rather	than	answering	a	meaningful	clinical	question.	Collecting	data	from	small
numbers	of	patients	in	multiple	different	locations	risks	all	kinds	of	unnecessary
problems:	 lower	 quality	 control	 for	 the	 information,	 for	 example,	 or	 poorer
training	for	research	staff,	increased	risk	of	misconduct	or	incompetence,	and	so



on.
This	is	clear	from	another	seeding	trial,	called	STEPS,	which	involved	giving

a	drug	called	Neurontin	to	epilepsy	patients	in	community	neurology	clinics.	Its
true	 purpose	 was	 revealed,	 again,	 when	 internal	 company	 documents	 were
released	during	litigation	(once	again:	this	is	why	drug	companies	will	move	hell
and	high	water	 to	 settle	 legal	 cases	 confidentially,	 and	out	of	 court).34	As	you
would	expect,	these	documents	candidly	describe	the	trial	as	a	marketing	device.
One	memorable	memo	 reads:	 ‘STEPS	 is	 the	 best	 tool	we	 have	 for	Neurontin,
and	we	should	be	using	 it	wherever	we	can.’	To	be	absolutely	clear,	 this	quote
isn’t	discussing	using	 the	 results	of	 the	 trial	 to	market	 the	drug:	 it	was	written
while	the	trial	was	being	conducted.
The	 same	 ethical	 concerns	 as	 before	 are	 raised	 by	 this	 trial,	 as	 patients	 and

doctors	 were	 once	 again	 misled.	 But	 equally	 concerning	 is	 the	 quality	 of	 the
data:	doctors	participating	as	‘investigators’	were	poorly	trained,	with	little	or	no
experience	 of	 trials,	 and	 there	 was	 no	 auditing	 before	 the	 trial	 began.	 Each
doctor	recruited	only	four	patients	on	average,	and	they	were	closely	supervised,
not	 by	 academics,	 but	 by	 sales	 representatives,	who	were	 directly	 involved	 in
collecting	 the	 data,	 filling	 out	 study	 forms,	 and	 even	 handing	 out	 gifts	 as
promotional	rewards	during	data	collection.
This	is	all	especially	concerning,	because	Neurontin	isn’t	a	blemishless	drug.

Out	 of	 2,759	 patients	 there	were	 73	 serious	 adverse	 events,	 997	 patients	with
side	effects,	and	11	deaths	(though	as	you	will	know,	we	cannot	be	sure	whether
those	 are	 attributable	 to	 the	 drug).	 For	 Vioxx,	 the	 drug	 in	 the	 ADVANTAGE
seeding	trial,	the	situation	is	even	more	grave,	as	this	drug	was	eventually	taken
off	the	market	because	it	increased	the	risk	of	heart	attacks	in	patients	taking	it.
We	 do	 good-quality	 research	 in	 order	 to	 detect	 benefits,	 or	 serious	 problems,
with	medicines,	 and	 a	 proper	 piece	 of	 trial	 research	 focused	 on	 real	 outcomes
might	have	helped	to	detect	this	risk	much	earlier,	and	reduced	the	harm	inflicted
on	patients.
Spotting	seeding	trials,	even	today,	is	fraught	with	worry.	Suspicions	are	high

whenever	 a	 new	 trial	 is	 published,	 on	 a	 recently	 marketed	 drug,	 where	 the
number	 of	 recruitment	 sites	 is	 suspiciously	 high,	 and	 only	 a	 small	 number	 of
patients	were	recruited	from	each	one.	This	is	not	uncommon.
But	 in	 the	absence	of	any	documentary	proof	 that	 these	 trials	were	designed

with	viral	marketing	in	mind,	very	few	academics	would	dare	to	call	them	out	in
public.



Pretend	it’s	all	positive	regardless

				At	the	end	of	your	trial,	if	your	result	is	unimpressive,	you	can	exaggerate	it
in	the	way	that	you	present	the	numbers;	and	if	you	haven’t	got	a	positive
result	at	all,	you	can	just	spin	harder.

All	of	this	has	been	a	little	complicated,	at	times.	But	there	is	one	easy	way	to	fix
an	 unflattering	 trial	 result:	 you	 can	 simply	 talk	 it	 up.	A	 good	 example	 of	 this
comes	from	the	world	of	statins.	From	the	evidence	currently	available	on	these
drugs,	 it	 looks	 as	 if	 they	 roughly	halve	your	 risk	of	having	a	heart	 attack	 in	 a
given	period,	regardless	of	how	large	your	pre-existing	risk	was.	So,	if	your	risk
of	 heart	 attack	 is	 pretty	 big	 –	 you’ve	 got	 high	 cholesterol,	 you	 smoke,	 you’re
overweight,	 and	 so	on	–	 then	a	 statin	 reduces	your	 large	yearly	 risk	of	a	heart
attack	by	a	half.	But	if	your	risk	of	a	heart	attack	is	tiny,	it	reduces	that	tiny	risk
by	half,	which	is	a	tiny	change	in	a	tiny	risk.	If	you	find	it	easier	to	visualise	with
a	concrete	example,	picture	this:	your	chances	of	dying	from	a	meteor	landing	on
your	head	are	dramatically	less	if	you	wear	a	motorbike	crash	helmet	every	day,
but	meteors	don’t	land	on	people’s	heads	very	often.
It’s	 worth	 noting	 that	 there	 are	 several	 different	 ways	 of	 numerically

expressing	a	reduction	in	risk,	and	they	each	influence	our	thinking	in	different
ways,	 even	 though	 they	 accurately	 describe	 the	 same	 reality.	 Let’s	 say	 your
chances	of	a	heart	attack	in	the	next	year	are	high:	forty	people	out	of	1,000	like
you	will	have	a	heart	attack	in	the	next	year,	or	if	you	prefer,	4	per	cent	of	people
like	 you.	 Let’s	 say	 those	 people	 are	 treated	 with	 a	 statin,	 and	 their	 risk	 is
reduced,	so	only	twenty	of	them	will	have	a	heart	attack,	or	2	per	cent.	We	could
say	this	is	‘a	50	per	cent	reduction	in	the	risk	of	heart	attack’,	because	it’s	gone
from	 4	 per	 cent	 to	 2	 per	 cent.	 That	 way	 of	 expressing	 the	 risk	 is	 called	 the
‘relative	risk	reduction’:	it	sounds	dramatic,	as	it	has	a	nice	big	number	in	it.	But
we	could	also	express	 the	same	change	 in	risk	as	 the	‘absolute	risk	reduction’,
the	change	from	4	per	cent	to	2	per	cent,	which	makes	a	change	of	2	per	cent,	or
‘a	2	per	cent	reduction	in	the	risk	of	heart	attack’.	That	sounds	less	impressive,
but	it’s	still	OK.
Now,	let’s	say	your	chances	of	having	a	heart	attack	in	the	next	year	are	tiny

(you	can	probably	see	where	I’m	going,	but	I’ll	do	it	anyway).	Let’s	say	that	four
people	out	of	1,000	like	you	will	have	a	heart	attack	in	the	next	year,	but	if	they
are	 all	 on	 statins,	 then	 only	 two	 of	 them	 will	 have	 such	 a	 horrible	 event.
Expressed	 as	 relative	 risk	 reduction,	 that’s	 still	 a	 50	 per	 cent	 reduction.



Expressed	as	absolute	risk	reduction,	it’s	a	0.2	per	cent	reduction,	which	sounds
much	more	modest.
There	 are	many	 people	 in	medicine	who	 are	 preoccupied	with	 how	 best	 to

communicate	such	risks	and	results,	a	number	of	them	working	in	the	incredibly
exciting	field	known	as	‘shared	decision-making’.35	They	have	created	all	kinds
of	numerical	tools	to	help	clinicians	and	patients	work	out	exactly	what	benefit
they	would	get	 from	each	 treatment	option	when	presented	with,	 say,	different
choices	 for	 chemotherapy	 after	 surgery	 for	 a	 breast	 tumour.	 The	 advantage	 of
these	 tools	 is	 that	 they	 take	doctors	much	closer	 to	 their	 future	 role:	 a	kind	of
personal	shopper	for	treatments,	people	who	know	how	to	find	evidence,	and	can
communicate	 risk	 clearly,	 but	 who	 can	 also	 understand,	 in	 discussion	 with
patients,	their	interests	and	priorities,	whether	those	are	‘more	life	at	any	cost’	or
‘no	side	effects’.
Research	has	 shown	 that	 if	you	present	benefits	 as	 a	 relative	 risk	 reduction,

people	are	more	likely	to	choose	an	intervention.	One	study,	for	example,	 took
470	patients	in	a	waiting	room,	gave	them	details	of	a	hypothetical	disease,	then
explained	 the	 benefits	 of	 two	 possible	 treatment	 options.36	 In	 fact,	 both	 these
treatments	were	the	same,	offering	the	same	benefit,	but	with	the	risk	expressed
in	 two	different	ways.	More	 than	half	of	 the	patients	 chose	 the	medication	 for
which	 the	benefit	was	expressed	as	a	relative	risk	reduction,	while	only	one	 in
six	 chose	 the	 one	whose	 benefit	was	 expressed	 in	 absolute	 terms	 (most	 of	 the
rest	were	indifferent).
It	would	be	wrong	to	imagine	that	patients	are	unique	in	being	manipulated	by

the	way	figures	on	risk	and	benefit	are	presented.	In	fact,	exactly	the	same	result
has	 been	 found	 repeatedly	 in	 experiments	 looking	 at	 doctors’	 prescribing
decisions,37	and	even	the	purchasing	decisions	of	health	authorities,38	where	you
would	expect	to	find	numerate	doctors	and	managers,	capable	of	calculating	risk
and	benefit.
That	is	why	it	is	concerning	to	see	relative	risk	reduction	used	so	frequently	in

reporting	the	modest	benefits	of	new	treatments,	both	in	mainstream	media	and
in	professional	literature.	One	good	recent	example	comes,	again,	from	the	world
of	statins,	in	the	coverage	around	the	Jupiter	trial.
This	study	looked	at	the	benefits	of	an	existing	drug,	rosuvastatin,	for	people

with	 low	 risk	 of	 heart	 attack.	 In	 the	UK	most	 newspapers	 called	 it	 a	 ‘wonder
drug’	 (the	Daily	 Express,	 bless	 it,	 thought	 it	 was	 an	 entirely	 new	 treatment,39
when	 in	 reality	 it	was	 a	 new	use,	 in	 low-risk	 patients,	 of	 a	 treatment	 that	 had
been	 used	 in	 moderate-	 and	 high-risk	 patients	 for	 many	 years).	 Every	 paper



reported	the	benefit	as	a	relative	risk	reduction:	‘Heart	attacks	were	cut	by	54	per
cent,	 strokes	 by	48	per	 cent	 and	 the	 need	 for	 angioplasty	 or	 bypass	 by	46	per
cent	among	the	group	on	Crestor	compared	to	those	taking	a	placebo	or	dummy
pill,’	said	the	Daily	Mail.	In	the	Guardian,	‘Researchers	found	that	in	the	group
taking	the	drug,	heart	attack	risk	was	down	by	54	per	cent	and	stroke	by	48	per
cent.’40
The	numbers	were	entirely	accurate,	but	as	you	now	know,	presenting	them	as

relative	 risk	 reductions	 overstates	 the	 benefit.	 If	 you	 express	 the	 exact	 same
results	 from	 the	 same	 trial	 as	 an	 absolute	 risk	 reduction,	 they	 look	much	 less
exciting.	On	placebo,	your	risk	of	a	heart	attack	in	the	trial	was	0.37	events	per
one	hundred	person	years.	If	you	were	taking	rosuvastatin,	it	fell	to	0.17	events
per	 one	 hundred	 person	 years.	And	 you	 have	 to	 take	 a	 pill	 every	 day.	And	 it
might	have	side	effects.
Many	researchers	think	the	best	way	to	express	a	risk	is	by	using	the	‘numbers

needed	to	treat’.	This	is	a	very	concrete	method,	where	you	calculate	how	many
people	would	need	to	take	a	treatment	in	order	for	one	person	to	benefit	from	it.
The	results	of	the	Jupiter	trial	were	not	presented,	in	the	paper	reporting	the	final
findings,	as	a	‘number	needed	to	treat’,	but	in	that	low-risk	population,	working
it	out	on	the	back	of	an	envelope,	I	calculate	 that	a	few	hundred	people	would
need	to	take	the	pill	to	prevent	one	heart	attack.	If	you	want	to	take	rosuvastatin
every	day,	knowing	that	this	is	the	likelihood	of	you	receiving	any	benefit	from
the	 drug,	 then	 that’s	 entirely	 a	 matter	 for	 you.	 I	 don’t	 know	 what	 decision	 I
would	make,	and	everyone	 is	different,	as	you	can	see	from	the	fact	 that	some
people	with	low	risk	choose	to	take	a	statin,	and	some	don’t.	My	concern	is	only
whether	 those	 results	 are	 explained	 to	 them	 clearly,	 in	 the	 newspapers,	 in	 the
press	release,	by	their	doctor,	and	in	the	original	academic	journal	article.
Let’s	 consider	 one	 final	 example.	 If	 your	 trial	 results	 really	were	 a	 disaster,

you	have	one	more	option.	You	can	simply	present	them	as	if	they	were	positive,
regardless	of	what	you	actually	found.
A	group	of	 researchers	 in	Oxford	and	Paris	 set	out	 to	examine	 this	problem

systematically	 in	 2009.41	They	 took	 every	 trial	 published	over	 one	month	 that
had	a	negative	result,	in	the	correct	sense	of	the	word,	meaning	trials	which	had
set	out	in	their	protocol	to	detect	a	benefit	on	a	primary	outcome,	and	then	found
no	benefit.	They	then	went	through	the	academic	journal	reports	of	seventy-two
of	these	trials,	searching	for	evidence	of	‘spin’:	attempts	to	present	the	negative
result	 in	 a	 positive	 light,	 or	 to	 distract	 the	 reader	 from	 the	 fact	 that	 the	main
result	of	the	trial	was	negative.



First	 they	 looked	 in	 the	 abstracts.	 These	 are	 the	 brief	 summaries	 of	 an
academic	 paper,	 on	 the	 first	 page,	 and	 they	 are	 widely	 read,	 either	 because
people	are	too	busy	to	read	the	whole	paper,	or	because	they	cannot	get	access	to
it	 without	 a	 paid	 subscription	 (a	 scandal	 in	 itself).	 Normally,	 as	 you	 scan
hurriedly	 through	 an	 abstract,	 you’d	 expect	 to	 be	 told	 the	 ‘effect	 size’	 –	 ‘0.85
times	 as	many	 heart	 attacks	 in	 patients	 on	 our	 new	 super-duper	 heart	 drug’	 –
along	with	an	indication	of	 the	statistical	significance	of	 this	result.	But	 in	 this
representative	 sample	 of	 seventy-two	 trials,	 all	 with	 unambiguously	 negative
results	 for	 their	 main	 outcome,	 only	 nine	 gave	 these	 figures	 properly	 in	 the
abstract,	and	twenty-eight	gave	no	numerical	results	for	the	main	outcome	of	the
trial	at	all.	The	negative	results	were	simply	buried.
It	gets	worse:	only	sixteen	of	these	negative	trials	reported	the	main	negative

outcome	of	the	trial	properly	anywhere,	even	in	the	main	body	of	the	text.
So	 what	 was	 in	 these	 trial	 reports?	 Spin.	 Sometimes	 the	 researchers	 found

some	other	positive	result	in	the	spreadsheets,	and	pretended	that	this	was	what
they	had	intended	to	count	as	a	positive	result	all	along	(a	trick	we	have	already
seen:	 ‘switching	 the	 primary	 outcome’).	 Sometimes	 they	 reported	 a	 dodgy
subgroup	analysis	–	again,	a	trick	we’ve	already	seen.	Sometimes	they	claimed
to	have	found	that	their	treatment	was	‘non-inferior’	to	the	comparison	treatment
(when	 in	 reality	 a	 ‘non-inferiority’	 trial	 requires	 a	 bigger	 sample	 of	 people,
because	you	might	have	missed	a	true	difference	simply	by	chance).	Sometimes
they	 just	 brazenly	 rambled	 on	 about	 how	 great	 the	 treatment	was,	 despite	 the
evidence.
This	 paper	 is	 not	 a	 lone	 finding.	 In	 2009	 another	 group	 looked	 at	 papers

reporting	 trials	 on	 prostaglandin	 eyedrops	 as	 a	 treatment	 for	 glaucoma42	 (as
always,	the	specific	condition	and	treatment	are	irrelevant;	it’s	the	principle	that
is	 important).	 They	 found	 thirty-nine	 trials	 in	 total,	 with	 the	 overwhelming
majority,	 twenty-nine	 of	 them,	 funded	 by	 industry.	 The	 conclusions	 were
chilling:	eighteen	of	the	twenty	industry-funded	trials	presented	a	conclusion	in
the	 abstract	 that	 misrepresented	 the	 main	 outcome	 measure.	 All	 of	 the	 non-
industry-funded	studies	were	fine.
All	 this	 is	 shameless,	 but	 it	 is	 possible	 because	 of	 structural	 flaws	 in	 the

information	architecture	of	academic	medicine.	If	you	don’t	make	people	report
the	 primary	 outcome	 in	 their	 paper,	 if	 you	 accept	 that	 they	 routinely	 switch
outcomes,	 knowing	 full	 well	 that	 this	 distorts	 statistics,	 you	 are	 permitting
results	to	be	spun.	If	you	don’t	link	protocols	clearly	to	papers,	allowing	people
to	 check	 one	 against	 the	 other	 for	 ‘bait	 and	 switch’	 with	 the	 outcomes,	 you



permit	 results	 to	be	spun.	 If	editors	and	peer	 reviewers	don’t	demand	 that	pre-
trial	protocols	are	submitted	alongside	papers,	and	checked,	they	are	permitting
outcome	 switching.	 If	 they	 don’t	 police	 the	 contents	 of	 abstracts,	 they	 are
collaborators	in	this	distortion	of	evidence,	that	distorts	clinical	practice,	makes
treatment	decisions	arbitrary	rather	 than	evidence-based,	and	so	 they	play	 their
part	in	harming	patients.
Perhaps	 the	 greatest	 problem	 is	 that	 many	 of	 those	 who	 read	 the	 medical

literature	implicitly	assume	that	such	precautions	are	taken	by	all	journal	editors.
But	they	are	wrong	to	assume	this.	There	is	no	enforcement	for	any	of	what	we
have	 covered,	 everyone	 is	 free	 to	 ignore	 it,	 and	 so	 commonly	 –	 as	 with
newspapers,	 politicians	 and	 quacks	 –	 uncomfortable	 facts	 are	 cheerfully	 spun
away.
Finally,	 perhaps	 most	 worryingly	 of	 all,	 similar	 levels	 of	 spin	 have	 been

reported	in	systematic	reviews	and	meta-analyses,	which	are	correctly	regarded
as	 the	 most	 reliable	 form	 of	 evidence.	 One	 study	 compared	 industry-funded
reviews	with	independently-funded	reviews	from	the	Cochrane	Collaboration.43
In	 their	written	 conclusions,	 the	 industry-funded	 reviews	 all	 recommended	 the
treatment	 without	 reservation,	 while	 none	 of	 the	 Cochrane	meta-analyses	 did.
This	 disparity	 is	 striking,	 because	 there	 was	 no	 difference	 in	 their	 numerical
conclusions	on	the	treatment	effect,	only	in	the	narrative	spin	of	the	discussion	in
the	conclusions	section	of	the	review	paper.
The	absence	of	scepticism	in	the	industry-funded	reviews	was	also	borne	out

in	 the	 way	 they	 discussed	 methodological	 shortcomings	 of	 the	 studies	 they
included:	often,	they	simply	didn’t.	Cochrane	reviews	were	much	more	likely	to
consider	whether	trials	were	at	risk	of	bias;	industry-funded	studies	brushed	over
these	 shortcomings.	 This	 is	 a	 striking	 reminder	 that	 the	 results	 of	 a	 scientific
paper	are	much	more	important	than	the	editorialising	of	the	discussion	section.
It’s	 also	 a	 striking	 reminder	 that	 the	 biases	 associated	 with	 industry	 funding
penetrate	very	deeply	into	the	world	of	academia.



5

Bigger,	Simpler	Trials

So,	we	have	established	that	there	are	some	very	serious	problems	in	medicine.
We	have	badly	designed	trials,	which	suffer	from	all	kinds	of	fatal	flaws:	they’re
conducted	in	unrepresentative	patients,	they’re	too	brief,	they	measure	the	wrong
outcomes,	 they	 go	 missing	 if	 the	 results	 are	 unflattering,	 they	 get	 analysed
stupidly,	and	often	they’re	simply	not	done	at	all,	simply	because	of	expense,	or
lack	of	incentives.	These	problems	are	frighteningly	common,	both	for	the	trials
that	are	used	to	get	a	drug	on	the	market,	and	for	the	trials	that	are	done	later,	all
of	 which	 guide	 doctors’	 and	 patients’	 treatment	 decisions.	 It	 feels	 as	 if	 some
people,	perhaps,	view	research	as	a	game,	where	the	idea	is	to	get	away	with	as
much	as	you	can,	rather	than	to	conduct	fair	tests	of	the	treatments	we	use.
However	we	view	the	motives,	this	unfortunate	situation	leaves	us	with	a	very

real	problem.	For	many	of	the	most	important	diseases	that	patients	present	with,
we	 have	 no	 idea	 which	 of	 the	 widely	 used	 treatments	 is	 best,	 and,	 as	 a
consequence,	people	suffer	and	die	unnecessarily.	Patients,	the	public,	and	even
many	 doctors	 live	 in	 blissful	 ignorance	 of	 this	 frightening	 reality,	 but	 in	 the
medical	literature,	it	has	been	pointed	out	again	and	again.
Over	 a	 decade	 ago,	 a	 BMJ	 paper	 on	 the	 future	 of	 medicine	 described	 the

staggering	scale	of	our	ignorance.	We	still	don’t	know,	it	explained,	which	of	the
many	 current	 treatments	 is	 best,	 for	 something	 as	 simple	 as	 treating	 patients
who’ve	 just	 had	 a	 stroke.	 But	 the	 paper	 also	 made	 a	 disarmingly	 simple
observation:	strokes	are	so	common,	 that	 if	we	 took	every	patient	 in	 the	world
who	 had	 one,	 and	 entered	 them	 into	 a	 randomised	 trial	 comparing	 the	 best
treatments,	we	would	recruit	enough	patients	in	just	twenty-four	hours	to	answer
this	 question.	 And	 it	 gets	 better:	 many	 outcomes	 from	 stroke	 –	 like	 death	 –
become	clear	in	a	matter	of	months,	sometimes	weeks.	If	we	started	doing	this
trial	 today,	 and	 analysed	 the	 results	 as	 they	 came	 in,	medical	management	 of
stroke	could	be	transformed	in	less	time	than	it	takes	to	grow	a	sunflower.



The	manifesto	implicit	in	this	paper	was	very	straightforward:	wherever	there
is	 genuine	 uncertainty	 about	 which	 treatment	 is	 best,	 we	 should	 conduct	 a
randomised	 trial;	medicine	should	be	 in	a	constant	cycle	of	 revision,	gathering
follow-up	 data	 and	 improving	 our	 interventions,	 not	 as	 an	 exception,	 but
wherever	that	is	possible.
There	are	technical	and	cultural	barriers	to	doing	this	kind	of	thing,	but	they

are	surmountable,	and	we	can	walk	through	them	by	considering	a	project	I’ve
been	 involved	 in,	setting	up	randomised	 trials	embedded	 in	 routine	practice,	 in
everyday	GP	surgeries.1	These	trials	are	designed	to	be	so	cheap	and	unobtrusive
that	they	can	be	done	whenever	there	is	genuine	uncertainty,	and	all	the	results
are	gathered	automatically,	at	almost	no	cost,	from	patients’	computerised	notes.
To	make	the	design	of	these	trials	more	concrete,	let’s	look	at	the	pilot	study,

which	compares	two	statins	against	each	other,	to	see	which	is	best	at	preventing
heart	attack	and	death.	This	is	exactly	the	kind	of	trial	you	might	naïvely	think
has	already	been	done;	but	as	we	saw	in	 the	previous	chapter,	 the	evidence	on
statins	has	been	left	incomplete,	even	though	they	are	some	of	the	most	widely
prescribed	drugs	in	the	world	(which	is	why,	of	course,	we	keep	coming	back	to
them	 in	 this	 book).	 People	 have	 done	 trials	 comparing	 each	 statin	 against	 a
placebo,	 a	 rubbish	 comparison	 treatment,	 and	 found	 that	 statins	 save	 lives.
People	 have	 also	 done	 trials	 comparing	 one	 statin	 with	 another,	 which	 is	 a
sensible	comparison	treatment;	but	these	trials	all	use	cholesterol	as	a	surrogate
outcome,	which	 is	hopelessly	uninformative.	We	saw	in	 the	ALLHAT	trial,	 for
example,	 that	 two	 drugs	 can	 be	 very	 similar	 in	 how	 well	 they	 treat	 blood
pressure,	but	very	different	in	how	well	they	prevent	heart	attacks:	so	different,
in	fact,	that	large	numbers	of	patients	died	unnecessarily	over	many	years	before
the	ALLHAT	trial	was	done,	simply	because	they	were	being	prescribed	the	less
effective	drug	(which	was,	coincidentally,	the	newer	and	more	expensive	one).
So	we	need	to	do	real-world	trials,	to	see	which	statin	is	best	at	saving	lives;

and	I	would	also	argue	that	we	need	to	do	these	trials	urgently.	The	most	widely
used	statins	in	the	UK	are	atorvastatin	and	simvastatin,	because	they	are	both	off
patent,	and	therefore	cheap.	If	one	of	these	turned	out	to	be	just	2	per	cent	better
than	the	other	at	preventing	heart	attacks	and	death,	this	knowledge	would	save
vast	numbers	of	 lives	around	 the	world,	because	heart	 attacks	are	 so	common,
and	 because	 statins	 are	 so	 widely	 used.	 Failing	 to	 know	 the	 answer	 to	 this
question	 could	 be	 costing	 us	 lives,	 every	 day	 that	we	 continue	 to	 be	 ignorant.
Tens	 of	millions	 of	 people	 around	 the	world	 are	 taking	 these	 drugs	 right	 now,
today.	They	 are	 all	 being	 exposed	 to	 unnecessary	 risk	 from	drugs	 that	 haven’t



been	 appropriately	 compared	 with	 each	 other,	 but	 they’re	 also	 all	 capable	 of
producing	data	that	could	be	used	to	gather	new	knowledge	about	which	drug	is
best,	if	only	they	were	systematically	randomised,	and	their	outcomes	followed
up.
Our	large,	pragmatic	trial	is	very	simple.	Everything	in	GPs’	offices	today	is

already	computerised,	from	the	appointments	to	the	notes	to	the	prescriptions,	as
you	will	 probably	 already	know,	 from	going	 to	 a	doctor	yourself.	Whenever	 a
GP	 sees	 a	 patient	 and	 decides	 to	 prescribe	 a	 statin,	 normally	 they	 click	 the
‘prescribe’	button,	and	are	taken	to	a	page	where	they	choose	a	drug,	and	print
out	a	prescription.	For	GPs	in	our	trial,	one	extra	page	is	added.	‘Wait,’	 it	says
(I’m	 paraphrasing).	 ‘We	 don’t	 know	 which	 of	 these	 two	 statins	 is	 the	 best.
Instead	 of	 choosing	 one,	 press	 this	 big	 red	 button	 to	 randomly	 assign	 your
patient	 to	 one	 or	 the	 other,	 enter	 them	 into	 our	 trial,	 and	 you’ll	 never	 have	 to
think	about	it	ever	again.’
The	last	part	of	that	last	sentence	is	critical.	At	present,	trials	are	a	huge	and

expensive	administrative	performance.	Many	struggle	to	recruit	enough	patients,
and	many	more	 struggle	 to	 recruit	 everyday	doctors,	 as	 they	don’t	want	 to	get
involved	in	the	mess	of	filling	out	patient	report	forms,	calling	patients	back	for
extra	 appointments,	 doing	 extra	measurements	 and	 so	 on.	 In	 our	 trial	 there	 is
none	of	that.	Patients	are	followed	up,	their	cholesterol	levels,	their	heart	attacks,
their	weird	idiosyncratic	side	effects,	their	strokes,	their	seizures,	their	deaths:	all
of	 this	 data	 is	 taken	 from	 their	 computerised	 health	 records,	 automatically,
without	anybody	having	to	lift	a	finger.
These	 simple	 trials	 have	 one	 disadvantage,	 which	 you	 may	 already	 have

spotted,	in	that	they	aren’t	‘blinded’,	so	the	patients	know	the	name	of	the	drug
they’ve	received.	This	is	a	problem	in	some	studies:	 if	you	believe	that	you’ve
been	given	a	very	effective	medicine,	or	 that	you’ve	been	given	a	rubbish	one,
then	the	power	of	your	beliefs	and	expectations	can	affect	your	health,	through	a
phenomenon	 known	 as	 the	 placebo	 effect.	 If	 you’re	 comparing	 a	 painkiller
against	 a	 dummy	 sugar	 pill,	 then	 a	 patient	 who	 knows	 they’ve	 been	 given	 a
sugar	pill	 for	pain	 is	 likely	 to	be	annoyed	and	 in	more	pain.	But	 it’s	harder	 to
believe	that	patients	have	firm	beliefs	about	the	relative	benefits	of	atorvastatin
and	 simvastatin,	 and	 that	 these	 beliefs	 will	 then	 impact	 on	 cardiovascular
mortality	 five	years	 later.	 In	all	 research,	we	make	a	 trade-off	between	what	 is
ideal	 and	what	 is	practical,	 giving	careful	 consideration	 to	 the	 impact	 that	 any
methodological	shortcomings	will	have	on	a	study’s	results.
So,	 alongside	 this	 shortcoming,	 it’s	 worth	 taking	 a	 moment	 to	 notice	 how



many	of	the	serious	problems	with	trials	can	be	addressed	by	our	study	design	of
simple	trials	in	electronic	health	records.	Setting	aside	the	assumption	that	they
will	be	analysed	properly,	without	the	dubious	tricks	mentioned	in	the	previous
chapter,	 there	 are	 other,	more	 specific	 benefits.	 Firstly,	 as	we	 know,	 trials	 are
frequently	 conducted	 in	 unrepresentative	 ‘ideal	 patients’,	 and	 in	 odd	 settings.
But	 the	 patients	 in	 our	 simple	 pragmatic	 trials	 are	 exactly	 like	 real-world
patients,	because	 they	are	real-world	patients.	They	are	all	 the	people	 that	GPs
prescribe	 statins	 to.	 Secondly,	 because	 trials	 are	 expensive,	 stand-alone
administrative	 entities,	 and	 because	 they	 struggle	 to	 recruit	 patients,	 they	 are
often	small.	Our	pragmatic	trial,	meanwhile,	is	vanishingly	cheap	to	run,	because
almost	all	of	the	work	is	done	using	existing	data	–	it	cost	£500,000	to	set	up	this
first	trial,	and	that	included	building	the	platform	that	can	be	used	to	run	any	trial
you	like	in	the	future.	This	is	exceptionally	cheap	in	the	world	of	trials.	Thirdly,
trials	 are	 often	 brief,	 and	 fail	 to	 look	 at	 real-world	 outcomes:	 our	 simple	 trial
runs	forever,	and	we	can	collect	follow-up	data	and	monitor	whether	people	have
had	a	heart	attack,	or	a	stroke,	or	died,	for	decades	to	come,	at	almost	no	cost,	by
following	their	progress	through	the	computerised	health	records	that	are	being
produced	by	their	doctors	anyway.
All	this	is	made	possible	in	Britain	because	of	the	GP	Research	Database,	or

GPRD,	 which	 has	 been	 running	 for	 many	 years.	 This	 contains	 anonymised
medical	records	of	several	million	patients	from	participating	GPs’	surgeries,	and
is	 already	 widely	 used	 to	 do	 the	 kinds	 of	 side-effects	 monitoring	 studies	 I
discussed	earlier:	in	fact,	this	database	is	currently	owned	and	run	by	the	MHRA
itself.	So	 far,	however,	 it	has	only	been	used	 for	observational	 research,	 rather
than	 randomised	 trials:	 people’s	 prescriptions	 and	 medical	 conditions	 are
monitored,	and	analysed	in	bulk,	in	the	hope	that	we	can	spot	patterns.	This	can
be	 helpful,	 and	 has	 been	 used	 to	 generate	 useful	 information	 about	 several
medicines,	 but	 it	 can	 also	 be	 very	 misleading,	 especially	 when	 you	 try	 to
compare	the	benefits	of	different	treatment	options.
This	is	because,	often,	the	people	given	one	treatment	aren’t	quite	the	same	as

the	 people	 given	 another,	 even	 though	 you	 think	 they	 are.	 There	 can	 be	 odd,
unpredictable	 reasons	 why	 some	 patients	 are	 prescribed	 one	 drug,	 and	 some
another,	and	it’s	very	hard	to	work	out	what	these	reasons	are,	or	to	account	for
them	 after	 the	 fact,	when	 you’re	 analysing	 data	 you’ve	 collected	 from	 routine
medical	practice	in	the	real	world.
For	example,	maybe	people	in	a	posh	area	are	more	likely	to	be	prescribed	the

more	 expensive	 of	 two	 similar	 drugs,	 because	 budgets	 in	 that	 clinic	 are	 less



pressed,	and	the	expensive	one	is	more	heavily	marketed.	If	so,	then	even	though
the	 expensive	 drug	 is	 no	 better	 than	 a	 cheaper	 alternative,	 it	 would	 appear
superior	in	the	observational	data,	because	wealthy	people,	overall,	are	healthier.
This	effect	 can	also	make	drugs	 look	worse	 than	 they	 really	are.	Many	people
have	 mild	 kidney	 problems,	 for	 example,	 which	 grumbles	 along	 in	 the
background	alongside	 their	other	medical	problems;	 it	 causes	 them	no	specific
health	issues,	but	their	doctor	is	aware,	from	blood	tests,	that	their	kidneys	are	no
longer	clearing	things	from	their	bloodstream	quite	as	efficiently	as	they	do	for
the	healthiest	people	in	the	population.	When	these	patients	are	being	treated	for
depression,	say,	or	high	blood	pressure,	maybe	they	will	be	put	on	a	drug	that	is
regarded	as	having	a	better	safety	profile,	just	to	be	on	the	safe	side,	on	account
of	 their	 mild	 kidney	 problems.	 In	 this	 case,	 that	 drug	 will	 look	 much	 less
effective	 than	 it	 really	 is,	when	you	 follow	up	 the	patients’	outcomes,	because
many	of	the	people	receiving	it	were	sicker	to	start	with:	the	patients	with	minor
things,	 like	 mild	 kidney	 problems,	 were	 actively	 channelled	 onto	 the	 drug
believed	to	be	safest.
Even	when	you	know	these	things	are	happening,	it’s	hard	to	account	for	them

in	your	analysis;	but	often	 there	are	gremlins	distorting	your	 findings,	and	you
don’t	 even	 realise	 they’re	 there.	 Sometimes	 this	 has	 led	 to	 serious	 problems:
hormone	 replacement	 therapy	 is	 just	 one	 memorable	 case	 of	 people	 being
misled,	by	trusting	‘observational’	data,	instead	of	doing	a	trial.
HRT	 is	 a	 reasonably	 safe	 and	 effective	 short-term	 treatment	 to	 reduce	 the

unpleasant	 symptoms	 that	 some	 women	 experience	 while	 going	 through	 the
menopause.	But	it	has	also	been	prescribed	much	more	freely	to	patients,	some
of	whom	have	received	it	for	many	years	on	end,	for	reasons	that	border	on	the
aesthetic:	HRT	was	regarded	as	a	way	to	cheat	ageing,	and	it	maintained	various
features	of	a	younger	body,	 in	a	way	 that	was	desirable	 for	many	women.	But
this	wasn’t	 the	only	 reason	 that	 doctors	gave	 long-term	prescriptions	 for	 these
drugs.	By	observing	the	health	records	of	older	women,	researchers	were	able	to
spot	 what	 they	 believed	 was	 a	 reassuring	 pattern:	 women	 who	 take	 HRT	 for
many	 years	 live	 longer,	 healthier	 lives.	 This	 was	 very	 exciting	 news,	 and	 it
helped	 to	 justify	 the	 long-term	 prescription	 of	HRT	 to	 an	 even	 greater	 extent.
Nobody	had	ever	done	a	randomised	trial	–	randomly	assigning	women	either	to
receive	HRT	or	to	receive	normal	management	without	HRT.	Instead,	the	results
of	the	‘observational’	studies	were	simply	taken	at	face	value.
When	a	randomised	trial	was	finally	done,	it	revealed	a	terrible	surprise.	Far

from	 protecting	 you,	 HRT	 in	 fact	 increases	 your	 chances	 of	 various	 heart



problems.	 It	 had	 only	 appeared	 to	 be	 beneficial	 because	 overall	 the	 women
requesting	HRT	from	their	doctors	were	likely	to	be	wealthy,	vivacious,	active,
and	many	of	the	other	things	we	know	are	already	associated	with	living	longer.
We	 weren’t	 comparing	 like	 with	 like,	 and	 because	 we	 accepted	 observational
data	uncritically,	and	failed	to	do	a	randomised	trial,	we	continued	to	prescribe	a
treatment	 that	exposed	women	 to	 risks	nobody	knew	about.	Even	 if	we	accept
that	some	women	might	have	chosen	to	risk	their	lives	for	the	other	benefits	of
long-term	HRT,	all	women	were	deprived	of	this	choice	by	our	failure	to	conduct
fair	tests.
This	 is	 why	 we	 need	 to	 do	 randomised	 trials	 wherever	 there	 is	 genuine

uncertainty	as	to	which	drug	is	best	for	patients:	because	if	we	want	to	make	a
fair	comparison	of	 two	different	 treatments,	we	need	to	be	sure	 that	 the	people
getting	them	are	absolutely	identical.	But	randomly	assigning	real-world	patients
to	receive	one	of	two	different	treatments,	even	when	you	have	no	idea	which	is
best,	attracts	all	kinds	of	worried	attention.
This	 is	 best	 illustrated	 by	 a	 bizarre	 paradox	 which	 currently	 exists	 in	 the

regulation	 of	 everyday	 medical	 practice.	When	 there	 is	 no	 evidence	 to	 guide
treatment	decisions,	out	of	two	available	options,	a	doctor	can	choose	either	one
arbitrarily,	on	a	whim.	When	you	do	this	there	are	no	special	safeguards,	beyond
the	frankly	rather	low	bar	set	by	the	GMC	for	all	medical	work.	If,	however,	you
decide	to	randomly	assign	your	patients	to	one	treatment	or	another,	in	the	same
situation,	where	nobody	has	any	 idea	which	 treatment	 is	best,	 then	 suddenly	a
world	 of	 red	 tape	 emerges.	 The	 doctor	who	 tries	 to	 generate	 new	 knowledge,
improve	treatments	and	reduce	suffering,	at	no	extra	risk	to	the	patient,	is	subject
to	an	infinitely	greater	level	of	regulatory	scrutiny	and	oversight;	but	above	all,
that	doctor	is	also	subject	to	a	mountain	of	paperwork,	which	slows	the	process
to	 the	point	 that	 research	 simply	 isn’t	practical,	 and	 so	patients	 suffer,	 through
the	absence	of	evidence.
The	 harm	 done	 by	 these	 disproportionate	 delays	 and	 obstructions	 is	 well

illustrated	 by	 two	 trials,	 both	 conducted	 in	 A&E	 departments	 in	 the	 UK.	 For
many	 years	 it	 was	 common	 to	 treat	 patients	 who’d	 had	 a	 head	 injury	 with	 a
steroid	injection.	This	made	perfect	sense	in	principle:	after	a	head	injury,	your
brain	swells	up,	and	since	the	skull	is	a	box	with	a	fixed	volume,	any	swelling	in
there	will	crush	the	brain.	Steroids	are	known	to	reduce	swelling,	and	this	is	why
we	inject	them	into	knees,	and	so	on:	so	giving	them	to	people	with	head	injuries
should,	 in	 theory,	 prevent	 the	 brain	 from	 being	 crushed.	 Some	 doctors	 gave
steroids	 on	 the	 basis	 of	 this	 belief,	 and	 some	 didn’t.	 Nobody	 knew	 who	 was



right.	People	on	both	 sides	were	pretty	 convinced	 that	 the	people	on	 the	other
side	were	dangerously	mad.
The	 CRASH	 trial	 was	 designed	 to	 resolve	 this	 uncertainty:	 patients	 with

serious	 head	 injury	 would	 be	 randomised,	 while	 still	 unconscious,	 to	 receive
either	steroids	or	no-steroids,	and	 the	 researchers	would	 follow	 them	up	 to	see
how	they	got	on.2	This	created	huge	battles	with	ethics	committees,	which	didn’t
like	 the	 idea	of	 randomising	patients	who	were	unconscious,	even	 though	 they
were	 being	 randomly	 assigned	 to	 two	 treatments,	 both	 in	 widespread	 use
throughout	the	UK,	where	we	had	no	idea	whatsoever	which	was	better.	Nobody
was	 losing	 out	 by	 being	 in	 the	 trial,	 but	 the	 patients	 of	 the	 future	were	 being
harmed	with	every	day	this	trial	was	delayed.
When	the	trial	was	finally	approved	and	conducted,	it	turned	out	that	steroids

were	harming	patients,	and	in	large	numbers:	a	quarter	of	the	people	with	serious
head	injuries	died	whichever	treatment	they	received,	but	there	were	two	and	a
half	 extra	 deaths	 for	 every	 hundred	 people	 treated	with	 steroids.	Our	 delay	 in
discovering	 this	 fact	 led	 to	 the	unnecessary	and	avoidable	deaths	of	very	 large
numbers	 of	 people,	 and	 the	 authors	 of	 the	 study	 were	 absolutely	 clear	 who
should	take	responsibility	for	this:	‘The	lethal	effects	we	have	shown	might	have
been	 found	 decades	 ago	 had	 the	 research	 ethics	 community	 accepted	 a
responsibility	 to	 provide	 robust	 evidence	 that	 its	 prescriptions	 are	 likely	 to	 do
more	good	than	harm.’
But	 this	wasn’t	 the	only	harm	done.	Many	 trial	 centres	 insisted	on	delaying

treatment,	 in	 order	 to	 get	 written	 consent	 to	 participation	 in	 the	 trial	 from	 a
relative	 of	 the	 unconscious	 patient.	 This	written	 consent	would	 not	 have	 been
necessary	to	receive	steroids,	if	you	happened	to	be	treated	by	a	doctor	who	was
a	believer	 in	 them;	nor	would	you	have	needed	written	 consent	 to	not	 receive
steroids	 from	 a	 doctor	 who	 wasn’t	 a	 believer.	 It	 was	 only	 an	 issue	 because
patients	 were	 being	 randomised	 to	 one	 treatment	 or	 the	 other,	 and	 ethics
committees	choose	to	introduce	greater	barriers	when	that	happens,	even	though
the	treatments	patients	are	randomised	to	are	the	exact	ones	they	would	have	got
anyway.	 In	 the	 treatment	 centres	where	 the	 local	 regulators	 insisted	 on	 family
consent	 to	 randomisation,	 it	 delayed	 treatment	 with	 steroids	 by	 1.2	 hours	 on
average.	This	delay,	 to	my	mind,	 is	disproportionate	and	unnecessary:	but	as	 it
happened,	in	this	case,	it	did	no	harm,	because	steroids	don’t	save	lives	(in	fact,
as	we	now	know,	they	kill	people).
In	other	 studies,	 such	 a	delay	would	 cost	 lives.	For	 example,	 the	CRASH-2

trial	was	a	 follow-up	piece	of	 research,	conducted	 in	A&E	departments	by	 the



same	 team.	This	 study	 looked	at	whether	 trauma	patients	with	 severe	bleeding
are	 less	 likely	 to	 die	 if	 they’re	 given	 a	 drug	 called	 tranexamic	 acid,	 which
improves	clotting.	Since	these	patients	are	bleeding	to	death,	there	is	a	degree	of
urgency	 about	 getting	 them	 treated.	 Of	 course,	 all	 patients	 were	 given	 all	 the
usual	 treatment	 you	would	 expect	 them	 to	 get;	 the	 only	 extra	 feature	 of	 their
management,	determined	by	the	trial,	was	whether	they	were	randomly	assigned
to	get	tranexamic	acid	on	top	of	normal	management,	or	not.
The	trial	found	that	tranexamic	acid	is	hugely	beneficial,	and	saves	lives.	But

again,	some	sites	delayed	giving	it,	while	they	tried	to	contact	relatives	and	get
consent	for	randomisation.	A	one-hour	delay	in	giving	tranexamic	acid	reduces
the	number	of	patients	helped	from	63	per	cent	to	49	per	cent,	so	patients	in	the
trial	were	directly	harmed	by	a	delay	introduced	to	get	consent	for	randomisation
between	 two	 options,	 where	 nobody	 knew	 which	 was	 better	 anyway,	 and
patients	throughout	the	UK	are	liable	to	get	one	or	the	other	on	almost	entirely
arbitrary	grounds	anyway.
This,	 once	 again,	 is	 something	 I	 would	 regard	 as	 disproportionate	 –	 and

disproportionate	is	exactly	the	correct	word.	It	is	vitally	important	that	the	rights
of	patients	are	protected,	and	that	they	are	not	subjected	to	dangerous	treatments
in	 the	name	of	 research.	Where	 trials	are	examining	 the	effects	of	new,	highly
experimental	 treatments,	 it’s	 absolutely	 right	 that	 there	 should	be	an	enormous
amount	 of	 regulatory	 oversight,	 and	 a	 wealth	 of	 information	 communicated
clearly	 and	 compulsorily	 to	 the	 patient.	 But	 when	 someone	 is	 in	 a	 trial
comparing	 two	 currently	 used	 treatments,	 both	 of	 which	 are	 believed	 to	 be
equally	safe	and	effective,	where	randomisation	adds	no	extra	risk,	the	situation
is	very	different.
This	 is	 the	situation	 for	our	 trial	 in	GPs’	practices	comparing	 two	statins:	 in

routine	everyday	practice	in	the	UK,	patients	are	sometimes	given	atorvastatin,
and	sometimes	simvastatin.	No	doctor	alive	knows	which	is	better,	because	there
is	absolutely	no	evidence	comparing	the	two,	on	real-world	outcomes	like	heart
attack	and	death.	When	doctors	make	their	arbitrary	‘choice’	of	which	to	give,	on
the	basis	of	no	evidence,	nobody	 is	 interested	 in	 regulating	 that,	 so	 there	 is	no
special	process,	and	no	form	to	complete	explaining	that	there	is	no	evidence	for
the	 decision.	 It	 seems	 to	me	 that	 this	 everyday	 doctor,	 blithely	 giving	 one	 or
other	 treatment	 in	 the	 absence	of	 evidence,	who	makes	no	 attempt	 to	 improve
our	 understanding	 of	 which	 treatment	 is	 best,	 is	 committing	 something	 of	 an
ethical	 crime,	 for	 the	 simple	 reason	 that	 they	 are	 perpetuating	 our	 ignorance.
That	 doctor	 is	 exposing	 large	 numbers	 of	 future	 patients	 around	 the	 world	 to



avoidable	harm,	and	misleading	their	current	patient	about	what	we	know	of	the
benefits	and	risks	of	the	treatments	they	are	giving,	with	their	fake	certainty,	or
at	 best	 their	 failure	 to	 be	 honest	 about	 our	 uncertainty,	 and	 for	 no	 discernible
benefit.	 But	 there	 is	 no	 special	 ethics	 committee	 oversight	 of	 that	 doctor’s
activity.
Meanwhile,	when	a	patient	is	randomly	assigned	to	one	or	other	statin	in	our

trial,	 suddenly	 this	 becomes	 a	 major	 ethical	 issue:	 the	 patient	 must	 fill	 out
several	pages	of	paperwork,	over	the	course	of	twenty	minutes,	explaining	that
they	understand	all	of	 the	 risks	of	 the	 treatment	 they	are	being	given,	and	 that
they	are	in	a	trial.	They	have	to	do	this,	even	though	no	extra	risk	is	introduced
during	the	course	of	 the	 trial;	even	though	they	were	going	to	get	one	or	other
statin	anyway;	even	though	the	trial	imposes	no	extra	burden	on	their	time;	and
even	though	their	medical	records	are	already	in	the	GP	Research	Database,	and
so	 are	monitored	 for	 observational	 research	 regardless	 of	 their	 participation	 in
the	 trial.	 These	 two	 statins	 are	 already	 used	 by	millions	 of	 people	 around	 the
world,	and	have	been	shown	to	be	safe	and	effective:	 the	only	question	for	 the
trial	 is	 which	 is	 better.	 If	 there	 actually	 is	 a	 difference	 between	 them,	 huge
numbers	of	people	will	be	dying	unnecessarily	while	we	don’t	know.
The	 twenty-minute	 delay	 introduced	 by	 the	 consent	 form	 for	 this	 trial	 is

interesting,	 because	 it’s	 not	 simply	 an	 inconvenience.	 Firstly,	 it	may	 not	 even
address	the	concerns	that	the	ethicists	are	seeking	to	address:	 these	committees
and	experts	are	keen	to	tell	everyone	that	their	restrictions	are	necessary,	but	they
have	 collectively	 failed	 to	 produce	 research	 demonstrating	 the	 value	 of	 the
interventions	 they	 force	 researchers	 to	 comply	 with,	 and	 in	 some	 cases,	 what
little	 evidence	we	do	have	 suggests	 that	 their	 interventions	may	even	have	 the
opposite	 effect	 to	 what	 they	 intend.	 The	 only	 research	 into	 what	 patients
remember	from	consent	forms,	for	example,	shows	that	people	remember	more
information,	 in	 total,	 from	 short	 forms	 than	 they	 do	 from	 long	 twenty-minute
ones.3
But	more	 than	 that,	 a	 twenty-minute	 consent	 process,	 to	 receive	 a	 drug	you

were	going	to	get	anyway,	 threatens	the	whole	purpose	of	 the	trial,	which	is	 to
try	to	randomise	patients	as	seamlessly	and	unobtrusively	as	possible,	in	routine
clinical	 care.	 It	 doesn’t	 just	 make	 simple	 pragmatic	 trials	 slower	 and	 more
expensive;	it	also	makes	them	less	representative	of	normal	practice.	When	you
introduce	 a	 twenty-minute	 consent	 process	 to	 receive	 a	 statin	 the	 patient	 was
going	 to	 get	 anyway,	 the	 doctors	 and	 patients	 being	 recruited	 aren’t	 normal
doctors	and	patients,	but	 the	unrepresentative	ones	willing	to	stop	what	 they’re



doing	and	spend	twenty	minutes	going	through	a	form	together.
This	 isn’t	a	problem	for	 the	pragmatic	statins	 trial	 I	have	described,	because

the	purpose	of	 that	 trial	 isn’t	really	 to	find	out	which	statin	 is	better.	 In	reality,
it’s	 about	 the	process,	 and	 its	 aim	 is	 to	 answer	 a	much	more	 fundamental	 and
important	 question:	 can	 we	 randomise	 patients	 in	 routine	 care,	 cheaply	 and
seamlessly?	If	we	cannot,	then	we	need	to	find	out	why	not,	and	ask	whether	the
barriers	 are	 proportionate,	 and	whether	 they	 can	 be	 safely	 overcome.	Ethicists
appear	to	argue	that	the	twenty-minute	consent	process	is	so	valuable	that	we	are
better	off	letting	patients	die	while	we	continue	to	practise	in	ignorance.
I’m	 not	 simply	 saying	 that	 I	 disagree	with	 this;	 I’m	 saying	 that	 I	 think	 the

public	deserve	a	say	in	whether	they	agree,	through	an	informed,	open	debate.
But	more	than	that,	I	worry	that	these	regulations	express	an	implicit	fantasy

about	normal	clinical	practice,	which	has	never	been	adequately	challenged:	that
of	 spurious	 over-certainty.	 Perhaps	 if	 all	 doctors	 were	 forced	 to	 admit	 to	 the
uncertainties	in	our	day-to-day	management	of	patients,	it	might	make	us	a	little
more	humble,	and	more	inclined	to	improve	the	evidence	base	on	which	we	base
our	decisions.	Perhaps	if	we	honestly	told	patients,	‘I	don’t	know	which	of	these
two	treatments	 is	best,’	whenever	 that	was	 the	case,	patients	would	start	 to	ask
questions	themselves.	‘Why	not?’	might	be	the	first,	and	‘Why	don’t	you	try	to
find	out?’	might	follow	shortly	afterwards.
Some	patients	will	prefer	to	avoid	randomisation,	for	the	illusion	of	certainty,

and	the	fantasy	that	their	doctor	has	been	able	to	make	a	tailored	decision	about
which	statin,	or	any	other	drug,	is	best	for	them.	But	I	think	we	should	be	able	to
offer	 everyone	 the	 chance	 to	be	 randomised	wherever	 there	 is	 true	uncertainty
about	which	is	the	better	of	two	widely	used	treatments	that	are	already	known
to	 be	 safe	 and	 effective.	 I	 think	 this	 should	 be	 done	 on	 the	 basis	 of	 a	 brief
consent	 form,	 no	more	 than	 a	 hundred	words,	with	 the	 option	 to	 access	more
detailed	 explanatory	 material	 for	 anyone	 who	 wants	 it.	 And	 I	 think	 research
ethicists	should	be	asked	to	provide	evidence	that	the	harm	they	are	inflicting	on
patients	around	the	world	by	imposing	inflexible	rules,	such	as	a	twenty-minute
consent	process,	is	proportional	to	whatever	benefit	they	believe	they	confer.
More	than	this,	I	think	we	need	a	cultural	shift	in	the	way	we	all,	as	patients,

view	our	reciprocal	relationship	with	research	in	medicine.	We	only	know	what
works	because	of	trials,	and	we	all	profit	from	the	participation	of	patients	before
us	in	these	trials;	but	many	of	us	seem	to	have	forgotten	this.	By	remembering,
we	could	create	a	social	contract	whereby	everyone	expects	their	health	service
to	 be	 constantly	 conducting	 trials,	 simple	 A/B	 tests,	 comparing	 treatments



against	each	other	to	see	which	is	the	best,	or	even	the	cheapest,	if	they’re	both
equally	effective.	A	doctor	failing	to	take	part	in	such	tests	could	be	regarded	as
an	oddity	who	is	harming	future	patients.	It	could	be	obvious	to	all	patients	that
participating	 in	 these	 trials	 is	a	normal	 reflection	of	 the	need	 to	produce	better
evidence	 to	 improve	medical	 treatments,	 for	 themselves	 in	 future,	 and	 for	 the
others	in	the	community	with	whom	they	share	their	medical	system.
In	almost	every	developed	country	in	the	world,	medicine	is	provided	free	at

point	 of	 access,	 by	 the	 community,	 funded	 through	 taxation.	 From	 the
perspective	of	the	community,	this	whole	process	could	be	regarded	as	a	simple
bargain:	we	provide	medicines	free	at	point	of	access;	in	exchange,	you	need	to
let	 us	 find	 out	 what	 works	 best	 for	 you	 and	 others.	 The	 NHS	 could	 be	 in	 a
constant	cycle	of	testing	and	learning,	improving	its	performance,	and	improving
outcomes	 for	 everyone	 in	 the	 country,	 and	 everyone	 in	 the	world,	 by	 creating
better	knowledge	on	what	works.
It’s	a	quirk	of	history	that	has	been	largely	lost	to	most	doctors	and	academics,

but	 this	 was	 essentially	 the	 dynamic	 around	 the	 first	 ever	 truly	 modern
randomised	 trial.	 In	1946	 the	antibiotic	streptomycin	had	 just	been	discovered,
and	after	huge	effort,	50kg	was	produced	for	the	UK.	It	was	hoped	that	this	drug
could	 be	 used	 to	 treat	 tuberculosis,	 but	 it	 was	 incredibly	 expensive,	 and	 we
needed	 to	 find	 out	 if	 it	 actually	 worked.	 Patients	 with	 TB	 meningitis,	 in	 the
brain,	weren’t	a	problem:	they	would	die	in	front	of	you,	and	fast,	almost	every
time;	 so	 if	 any	 of	 these	 patients	 survived	 after	 being	 given	 streptomycin,	 you
knew	the	drug	was	probably	effective.	For	pulmonary	TB,	in	the	lungs,	the	story
was	 more	 complicated:	 people	 would	 often	 recover	 by	 themselves	 over	 time,
without	 any	 medication,	 so	 it	 would	 be	 harder	 to	 tell	 if	 the	 drug	 really	 had
improved	their	chances,	or	hastened	their	recovery.
In	the	US	this	drug	was	available	on	the	open	market,	at	huge	prices.	If	you

wanted	to	try	it,	you	simply	bought	some,	took	it,	and	hoped	for	the	best.	But	the
UK	 Medical	 Research	 Council	 was	 in	 sole	 charge	 of	 our	 50kg	 supply,	 and
decided	it	was	going	to	use	this	expensive	new	drug	efficiently,	in	a	randomised
trial,	to	find	out	whether	it	really	did	make	any	difference	to	survival	(and	also
whether	it	caused	any	unpredictable	side	effects).	Doctors	weren’t	pleased,	but	in
the	 immediate	 post-war	 environment,	 with	 rationing	 still	 commonplace,	 the
notion	of	central	control	for	the	sake	of	the	greater	good	was	not	so	unusual.	The
first	 proper	 modern	 randomised	 trial	 went	 ahead,	 and	 the	 whole	 world’s
understanding	of	streptomycin’s	effectiveness	was	generated,	essentially	because
the	MRC	forced	our	hands.



If	 that	whole	story	sounds	uncomfortably	Stalinist,	 then	I	apologise,	but	you
may	 have	 misunderstood.	 I’m	 not	 proposing	 that	 we	 coerce	 every	 patient	 to
participate	 in	 a	 trial,	 wherever	 there	 is	 uncertainty	 about	 which	 is	 the	 best
treatment	 for	 them,	 by	 exploiting	 the	 opportunity	 that	 the	 state	 has	 to	 ration
supply:	 I’m	 simply	 suggesting	 that	 trials	 should	 be	 routinely	 embedded	 in	 all
clinical	 practice,	 as	 the	norm,	 as	 an	 everyday	 act.	 If	 people	 really	want	 to	 opt
out,	 and	 take	 drugs	 of	 unknown	 effectiveness	 without	 generating	 any	 new
knowledge,	 then	of	course	I	accept	 their	desire	 to	be	antisocial	for	no	personal
gain.
But	this	is	a	need	that	becomes	more	pressing	with	every	day.	Health	care	is

cripplingly	 expensive,	 trials	 are	 the	 best	 tool	 we	 have	 to	 make	 our	 treatment
decisions	 more	 cost-effective,	 and	 they	 can	 be	 run	 on	 many	 of	 the	 most
important	questions	 in	medicine	at	very	 little	 cost,	 inflicting	no	harm	at	 all	on
participants.	Irrational	prescribing	costs	lives,	and	it	costs	money;	while	the	cost
of	 research	 to	 prevent	 irrational	 prescribing	 is	 trivial	 in	 comparison,	 and	 large
simple	 routine	 trials	would	 swamp	 the	 bad	 evidence	 that	 has	 polluted	medical
practice,	in	just	a	few	years.	Our	extreme	effort,	aiming	to	run	trials	at	almost	no
cost	in	routinely	collected	electronic	health	records,	is	just	one	example	of	how
this	could	be	done.
Instead,	 we	 have	 occasional,	 small,	 brief	 trials,	 in	 unrepresentative

populations,	testing	irrelevant	comparisons,	measuring	irrelevant	outcomes,	with
whole	trials	that	go	missing,	avoidable	design	flaws,	and	endless	reporting	biases
that	only	persist	because	research	is	conducted	chaotically,	for	commercial	gain,
in	spuriously	expensive	trials.	The	poor-quality	evidence	created	by	this	system
harms	patients	around	the	world.
And	if	we	wanted,	we	could	fix	it.



6

Marketing

So	far,	we	have	established	that	the	evidence	gathered	to	guide	treatment	choices
in	medicine	suffers	from	a	huge	number	of	avoidable	biases	and	problems.	But
that	is	only	part	of	the	story:	this	poorly	collected	evidence	is	then	disseminated,
and	implemented,	through	chaotic	and	biased	systems,	which	adds	a	whole	extra
layer	of	exaggeration	and	error.
To	understand	what	is	happening	here,	we	need	to	ask	a	simple	question:	how

do	 doctors	 decide	what	 to	 prescribe?	This	 is	 a	 surprisingly	 complicated	 issue,
and	 to	 feel	 our	 way	 through	 it	 we	 need	 to	 think	 about	 the	 four	main	 players
exerting	pressure:	the	patient;	the	funder	(which	in	the	UK	means	the	NHS);	the
doctor;	and	the	drug	company.
For	 patients,	 things	 are	 simple:	 you	 want	 a	 doctor	 to	 prescribe	 the	 best

treatment	for	your	medical	problem.	Or	rather,	you	want	 the	treatment	 that	has
been	 shown,	 overall,	 in	 fair	 tests,	 to	 be	 better	 than	 all	 the	 others.	 You	 will
probably	trust	your	doctor	to	make	this	decision,	and	hope	that	there	are	systems
in	 place	 to	 ensure	 that	 it	 is	 done	 properly,	 because	 getting	 involved	 in	 every
single	decision	yourself	would	be	enormously	time-consuming.
That’s	not	to	say	that	patients	are	locked	out,	either	by	tradition	or	by	design.

It’s	true	that	it’s	rare	for	patients	to	make	decisions	about	which	treatment	is	best
entirely	for	themselves,	by	reading	the	primary	research	literature,	and	spotting
the	 strengths	 and	 flaws	 in	 each	 trial	 for	 themselves.	 I	 feel	 bad	 about	 that,	 and
wish	that	this	book	could	teach	you	everything	you	need	to	know,	but	the	reality
is	that	medical	decision-making	requires	a	lot	of	specialist	knowledge	and	skills,
which	take	time	and	practice	to	acquire	at	a	safe	level	of	competence,	and	there
is	a	serious	risk	of	people	making	very	bad	decisions	when	it’s	not	done	well.
That	said,	doctors	and	patients	do	make	decisions	together	all	the	time,	when

medical	 practice	 is	 at	 its	 best,	 in	 discussions	 where	 doctors	 act	 as	 a	 kind	 of
personal	shopper,	eliciting	the	outcomes	a	patient	is	most	interested	in	achieving,



and	 communicating	 the	 best	 existing	 evidence	 clearly,	 to	 allow	 an	 informed
decision.	Some	patients	might	want	a	longer	life	at	any	cost,	for	example,	while
others	might	hate	the	hassle	of	taking	a	pill	twice	a	day,	and	prefer	to	tolerate	a
greater	 risk	of	a	bad	 long-term	outcome.	We	will	discuss	how	 this	can	best	be
done	later,	but	for	now	we	will	settle	on	the	fact	that	in	most	cases,	patients	just
want	the	best	treatment.
Our	 next	 players	 are	 the	 funders,	 and	 for	 them,	 the	 answer	 is	 also	 fairly

simple:	 they	want	 the	same	 thing	as	 the	patient,	unless	 it’s	 insanely	expensive.
For	common	drugs,	and	common	decisions,	they	might	have	a	set	‘pathway’	that
dictates	 to	GPs	 (more	commonly	 than	 to	hospital	doctors)	which	drug	 is	 to	be
used,	but	outside	those	simple	rules	for	simple	situations,	 they	rely	on	doctors’
judgements.
Now	we	come	to	our	core	player	in	the	individual	treatment	decision:	doctors.

They	 need	 good-quality	 information,	 but	 they	 need	 it,	 crucially,	 under	 their
noses.	The	problem	of	the	modern	world	is	not	information	poverty,	after	all,	but
information	 overload,	 and	 even	 more	 precisely,	 what	 Clay	 Shirky	 calls	 ‘filter
failure’.	 As	 recently	 as	 the	 1950s,	 remember,	 medicine	 was	 driven	 almost
entirely	 by	 anecdote	 and	 eminence;	 in	 fact,	 it’s	 only	 in	 the	 past	 couple	 of
generations	 that	 we	 have	 collected	 good-quality	 evidence	 at	 all,	 in	 large
amounts,	and	for	all	the	failures	in	our	current	systems,	we	suddenly	now	have
an	 overwhelming	 avalanche	 of	 data.	 The	 exciting	 future,	 for	 evidence-based
medicine,	 is	 an	 information	 architecture	 that	 can	 get	 the	 right	 evidence	 to	 the
right	doctor	at	the	right	time.
Does	 this	 happen?	 The	 simple	 answer	 is	 no.	 Although	 there	 are	 many

automated	systems	for	disseminating	knowledge,	for	the	most	part	we	continue
to	 rely	on	 systems	 that	have	evolved	over	centuries,	 like	 the	 long,	meandering
essays	 in	 academic	 journals	 that	 are	 still	 used	 to	 report	 the	 results	 of	 clinical
trials.	Often,	if	you	ask	a	doctor	whether	they	know	if	one	particular	treatment	is
best	 for	 a	 particular	medical	 condition,	 they’ll	 tell	 you	 they	 certainly	 do,	 and
name	 it.	But	 if	you	ask	 them	how	they	know	it	 is	 the	best,	 their	answer	might
scare	you.
They	might	say:	that’s	what	I	learnt	at	medical	school;	that’s	what	the	person

in	 the	office	next	door	 told	me	 she	uses;	 that’s	what	 I	 see	 the	 local	 consultant
prescribing	in	his	letters	on	patients	I’ve	referred;	that’s	what	the	local	drug	rep
told	me;	that’s	what	I	picked	up	on	a	teaching	day	two	years	ago;	that’s	what	I
think	I	 read	 in	a	 review	article	somewhere;	 that’s	what	 I	 remember	from	some
guidelines	 I	 looked	 up	 once;	 that’s	 what	 the	 local	 prescribing	 guidelines



recommend;	that’s	what	a	trial	I	read	said;	that’s	what	I’ve	always	used;	and	so
on.
In	 reality,	 doctors	 can’t	 read	 every	 scientific	 article	 that’s	 relevant	 to	 their

work,	and	that’s	not	just	my	opinion,	or	even	a	moan	about	my	own	reading	pile.
There	 are	 tens	 of	 thousands	 of	 academic	 journals,	 and	 millions	 of	 academic
medical	 papers	 in	 existence,	with	more	 produced	 every	 day.	One	 recent	 study
tried	 to	estimate	how	 long	 it	would	 take	 to	keep	up	with	all	 this	 information.1
The	researchers	collected	every	academic	paper	published	in	a	single	month	that
was	 relevant	 to	general	 practice.	Taking	 just	 a	 few	minutes	 for	 each	one,	 they
estimated	 it	 would	 take	 a	 doctor	 six	 hundred	 hours	 to	 skim	 through	 them	 all.
That’s	about	twenty-nine	hours	each	weekday,	which	is,	of	course,	not	possible.
So	 doctors	 will	 not	 be	 going	 through	 every	 trial,	 about	 every	 treatment

relevant	 to	 their	 field,	meticulously	 checking	 each	 one	 for	 the	methodological
tricks	 described	 in	 this	 book,	 diligently	 keeping	 their	 knowledge	 perfectly
current.	They	will	take	shortcuts,	and	these	shortcuts	can	be	exploited.
To	see	how	bad	doctors	are	at	prescribing	efficiently,	we	can	look	at	national

prescribing	patterns.	The	NHS	spends	£9	billion	a	year	on	drugs.	You	know	by
now	 that	 many	 of	 the	 drugs	 on	 the	 market	 are	 ‘me-too’	 drugs,	 which	 are	 no
better	than	the	drugs	they	copy,	and	that	often	the	branded	‘me-too’	drugs	could
be	 replaced	 with	 equally	 effective	 drugs	 from	 the	 same	 class	 which	 are	 old
enough	to	have	come	out	of	patent.
In	 2010	 a	 team	 of	 academics	 analysed	 the	 top	 ten	 most	 highly	 prescribed

classes	 of	 drugs	 in	 the	NHS,	 and	 calculated	 that	 at	 least	 £1	 billion	 is	wasted,
every	year,	from	doctors	using	branded	me-too	drugs	in	a	situation	where	there
was	an	equally	effective	off-patent	drug	available.2
For	example:	atorvastatin	and	simvastatin	are	both	equally	effective,	as	far	as

we	currently	know	(we	keep	returning	 to	statins,	because	so	many	people	 take
these	drugs),	and	simvastatin	came	off	patent	six	years	ago.	So	you	would	expect
that	everyone	should	be	taking	simvastatin,	instead	of	atorvastatin,	unless	there’s
a	very	good	idiosyncratic	reason	to	choose	the	unnecessarily	expensive	one	in	a
specific	patient.	But	even	 in	2009	 there	were	 still	 three	million	prescriptions	a
year	for	atorvastatin,	not	much	down	from	the	six	million	in	2006:	this	cost	the
NHS	 an	 unnecessary	 £165	 million	 a	 year.	 And	 all	 those	 prescriptions	 for
atorvastatin	 were	 despite	 major	 national	 programmes	 to	 try	 and	 get	 doctors
switching.
The	 same	 pattern	 can	 be	 seen	 across	 the	 board.	 Losartan	 is	 an	 ‘ARB’-type

blood-pressure	 drug:	 there	 are	 lots	 of	me-too	 drugs	 in	 this	 class,	 and	 because



high	 blood	 pressure	 is	 so	 common,	 this	 class	 of	medicines	 is	 the	 fourth	most
expensive	for	the	NHS.	In	2010,	losartan	came	off	patent:	it	is	clinically	almost
indistinguishable	from	other	ARB	drugs,	so	you	would	expect	the	NHS	to	have
switched	everyone	onto	it,	ready	for	the	big	price	drop.	But	even	after	the	price
drop	came,	only	0.3	million	of	 the	1.6	million	people	 taking	an	ARB	were	on
Losartan,	so	the	NHS	lost	£200	million	a	year.
If	 we	 can’t	 manage	 rational	 prescribing	 decisions	 even	 for	 these	 incredibly

common	medicines,	 then	that	 is	good	evidence	that	prescription	is	a	haphazard
affair,	 where	 clear	 information	 is	 not	 efficiently	 disseminated	 to	 the	 people
making	the	decisions,	on	either	effectiveness	or	cost-effectiveness.	I	can	honestly
say,	 if	 I	 were	 in	 charge	 of	 the	 medical	 research	 budgets,	 I	 would	 cancel	 all
primary	 research	 for	 a	 year,	 and	 only	 fund	 projects	 devising	 new	 ways	 to
optimise	our	methods	for	disseminating	information,	ensuring	that	the	evidence
we	 already	 have	 is	 summarised,	 targeted	 and	 implemented.	 But	 I	 am	 not	 in
charge,	and	there	are	some	much	more	powerful	influences	out	there.
Now	let’s	 think	through	a	doctor’s	prescribing	decision	from	the	perspective

of	a	drug	company.	You	want	the	doctor	to	prescribe	your	product,	and	you	will
do	everything	you	can	to	make	that	happen.	You	might	dress	this	up	as	‘raising
awareness	of	our	product’,	or	‘helping	doctors	make	decisions’,	but	the	reality	is,
you	want	 sales.	So	you	will	 advertise	your	new	 treatment	 in	medical	 journals,
stating	 the	 benefits	 but	 downplaying	 the	 risks,	 and	 leaning	 away	 from
unflattering	 comparisons.	 You	 will	 send	 out	 ‘drug	 reps’	 to	 meet	 doctors
individually,	 and	 talk	 up	 the	 merits	 of	 your	 treatment.	 They	 will	 offer	 gifts,
lunches,	and	forge	personal	relationships	that	may	be	mutually	beneficial	later.
But	it	goes	deeper	than	this.	Doctors	need	ongoing	education:	they	practise	for

decades	after	they	leave	medical	school,	and	looking	back	from	today,	medicine
has	changed	unrecognisably	since,	say,	the	1970s,	which	is	when	many	currently
practising	doctors	came	out	of	medical	training.	This	education	is	expensive,	and
the	state	is	unwilling	to	pay,	so	it	is	drug	companies	that	pay	for	talks,	tutorials,
teaching	 materials,	 conference	 sessions,	 and	 whole	 conferences,	 featuring
experts	who	they	know	prefer	their	drug.
All	 of	 this	 is	 built	 on	 the	 back	 of	 a	 published	 academic	 evidence	 base	 that

drug	 companies	 have	 carefully	 nurtured,	 through	 selective	 publication	 of
flattering	results	and	judicious	use	of	design	flaws,	to	give	a	flattering	picture	of
their	 product.	 But	 those	 aren’t	 the	 only	 tools	 available	 to	 companies	 for
influencing	what	appears	 in	 journals.	They	pay	professional	writers	 to	produce
academic	 papers,	 following	 their	 own	 commercial	 specifications,	 and	 then	 get



academics	 to	put	 their	names	 to	 them.	This	acts	as	covert	advertising,	and	will
get	more	academic	publications	on	their	drug,	more	rapidly.	It	also	aggrandises
the	 favoured	 experts’	 CVs,	 and	 helps	 doctors	 friendly	 to	 the	 company	 get	 the
kudos	and	veneer	of	independence	that	comes	from	a	university	post.
The	company	can	also	give	money	 to	patient	groups,	 if	 those	groups’	views

and	values	help	it	sell	more	drugs,	and	so	give	them	greater	prominence,	power
and	 platform.	 On	 top	 of	 all	 this,	 it	 can	 then	 pay	 academic	 journals	 to	 accept
papers,	with	 advertising	 revenue	 and	 ‘reprint’	 orders,	 and	with	 these	 academic
papers	it	can	foreground	the	evidence	showing	that	its	treatment	works,	and	even
expand	the	market	for	its	drug,	by	producing	work	that	helpfully	shows	that	the
problem	it	treats	is	actually	much	more	widespread	than	people	realise.
All	 of	 this	 sounds	 very	 expensive,	 and	 it	 is:	 in	 fact,	 the	 pharmaceutical

industry	overall	spends	about	 twice	as	much	on	marketing	and	promotion	as	 it
does	 on	 research	 and	 development.	At	 first	 glimpse,	 this	 seems	 extraordinary,
and	 it’s	 worth	 mulling	 over	 in	 various	 contexts.	 For	 example,	 when	 a	 drug
company	 refuses	 to	 let	 a	 developing	 country	 have	 affordable	 access	 to	 a	 new
AIDS	drug	it’s	because	–	the	company	says	–	it	needs	the	money	from	sales	to
fund	research	and	development	on	other	new	AIDS	drugs	for	the	future.	If	R&D
is	 a	 fraction	 of	 the	 company’s	 outgoings,	 and	 it	 spends	 twice	 as	 much	 on
promotion,	this	moral	and	practical	argument	fails	to	hold	water.
The	scale	of	this	spend	is	fascinating	in	itself,	when	you	put	it	in	the	context

of	what	we	all	expect	from	evidence-based	medicine,	which	is	 that	people	will
simply	use	the	best	treatment	for	the	patient.	Because	when	you	pull	away	from
the	 industry’s	 carefully	 fostered	 belief	 that	 this	 marketing	 activity	 is	 all
completely	normal,	and	stop	thinking	of	drugs	as	being	a	consumer	product	like
clothes	or	cosmetics,	you	suddenly	realise	that	medicines	marketing	only	exists
for	one	reason.	In	medicine,	brand	identities	are	irrelevant,	and	there’s	a	factual,
objective	answer	 to	whether	one	drug	 is	 the	most	 likely	 to	 improve	a	patient’s
pain,	 suffering	 and	 longevity.	Marketing,	 therefore,	 exists	 for	 no	 reason	 other
than	to	pervert	evidence-based	decision-making	in	medicine.
This	 is	 a	 very	 powerful	machine:	 tens	 of	 billions	 of	 pounds	 are	 spent	 each

year,	 $60	 billion	 in	 the	 US	 alone,	 on	 medicines	 marketing.3	 And,	 most
impressively,	 this	money	 isn’t	 plucked	 from	 the	 air:	 it	 is	 paid	 for	 by	 patients,
funded	 entirely	 from	 the	 public	 purse,	 or	 patients’	 payments	 into	 medical
insurance	 companies.	 About	 a	 quarter	 of	 the	 money	 taken	 by	 pharmaceutical
companies	 for	 the	 drugs	 they	 sell	 is	 turned	 around	 into	 promotional	 activity
which	has,	as	we	will	see,	a	provable	impact	on	doctors’	prescribing.	So	we	pay



for	products,	with	a	huge	uplift	in	price	to	cover	their	marketing	budget,	and	that
money	is	then	spent	on	distorting	evidence-based	practice,	which	in	turn	makes
our	decisions	unnecessarily	expensive,	and	less	effective.
All	 of	 this	 comes	 on	 top	 of	 a	 system	 for	 evidence-based	 medicine	 that	 is

already	gravely	wounded,	with	poor-quality	trials	that	are	poorly	communicated
to	doctors	at	the	best	of	times.
It’s	magnificent.	Now,	on	to	the	details.

Adverts	to	patients
It	 is	 doctors	 who	make	 the	 final	 decision	 about	 signing	 a	 prescription,	 but	 in
reality	the	decision	on	which	treatment	to	choose	–	and	whether	to	bother	with
treatment	at	all	–	is	made	between	them	and	their	patients.	This	is	entirely	how
you	would	want	things	to	be;	but	it	does	make	patients	another	lever	to	be	leaned
on,	by	an	industry	keen	to	increase	sales.
We	will	see	in	this	chapter	that	the	techniques	used	by	drug	companies	to	do

this	are	many	and	varied:	the	invention	of	whole	new	diseases	and	explanatory
models;	 funding	 patient	 groups;	 running	 star	 patients	 who	 fight	 (with
professional	 PR	 assistance)	 against	 governments	 that	 have	 refused	 them
expensive	drugs;	and	more.	But	we	will	start	with	advertising,	because	there	is
an	 ongoing	 battle	 to	 bring	 it	 to	 the	 UK,	 and	 compared	 to	 the	 more	 covert
strategies,	it	seems	positively	transparent.
Direct-to-consumer	 drug	 advertising	 has	 been	 banned	 in	 almost	 all

industrialised	 countries	 since	 the	 1940s,	 for	 the	 simple	 reason	 that	 it	 works:
adverts	distort	doctors’	prescribing	behaviour	–	by	design	–	and	 increase	costs
unnecessarily.	 The	 USA	 and	 New	 Zealand	 (along	 with	 Pakistan	 and	 South
Korea)	 changed	 their	minds	 in	 the	 early	 1980s,	 and	 permitted	 a	 resurgence	 of
this	 open	marketing.	 That	 doesn’t,	 however,	mean	 that	 these	 ads	 are	 someone
else’s	 problem.	 There	 is	 a	 constant	 battle	 to	 reopen	 new	 territories,	 and	 these
adverts	 leak	 through	national	borders	 in	 the	age	of	 the	 internet;	but	more	 than
anything,	they	expose	some	clear	truths	about	the	industry’s	thinking.
Let’s	take	a	look	at	this	mysterious	world.	When	adverts	were	first	made	legal

again	 in	 the	US,	 they	 could	 only	 appear	 in	 print,	 because	 of	 a	 requirement	 to
include	all	the	side-effect	information	from	the	drug	label.	Since	1997	the	rules
have	been	relaxed,	and	now	the	side	effects	can	be	abbreviated	(they	are	read	out
at	 jabbering	 speed	 over	 the	 end	 of	 the	 TV	 adverts).	 After	 this	 change	 the
pharmaceutical	 industry’s	 annual	 advertising	budget	 rose	 from	$200	million	 to
$3	billion	in	the	space	of	just	a	few	years.	Notable	single	spends	include	Vioxx,



at	 $161	million,	 which	 was	 taken	 off	 the	market	 because	 of	 serious	 concerns
over	hidden	data;	 and	Celebrex,	at	$78	million,	 also	 later	 taken	off	 the	market
because	it	was	harming	patients.
Various	 approaches	 have	 been	 used	 to	 try	 to	 evaluate	 the	 impact	 of	 these

adverts	in	the	real	world.4	One	study	observed	patients	visiting	their	doctors	in
Canada,	where	direct-to-consumer	drug	advertising	is	still	banned,	and	the	US.	It
found	that	those	in	the	US	were	more	likely	to	believe	they	needed	medication,
more	 likely	 to	 request	 specific	 drugs	 that	 were	 advertised	 on	 television,	 and
more	 likely	 to	 receive	 a	prescription	 for	 that	drug.	 In	other	words:	 the	 adverts
worked.	 The	 doctors	 in	 the	US,	meanwhile,	 were	more	 likely	 to	 report	 being
worried	about	whether	the	drugs	requested	by	their	patients	were	appropriate.
Another	study	took	a	more	proactive,	experimental	approach.	Trained	actors,

posing	as	depressed	patients,	were	sent	to	visit	doctors	in	three	American	cities
(three	hundred	visits	in	all).5	They	all	gave	the	same	background	story,	about	the
problems	they	were	having	with	low	mood,	and	then	were	randomly	assigned	to
act	 in	 one	 of	 three	 ways	 at	 the	 end	 of	 the	 consultation:	 to	 ask	 for	 a	 specific
named	 drug;	 to	 ask	 for	 ‘medicine	 that	 might	 help’;	 or	 to	 make	 no	 specific
request.	 Those	who	 did	what	 adverts	 drive	 patients	 to	 do	 –	 ask	 for	 a	 specific
drug,	 or	 ‘medicine’	 –	 were	 twice	 as	 likely	 to	 receive	 a	 prescription	 for	 an
antidepressant	pill.	Whether	you	 think	 that’s	a	good	 thing	might	depend	partly
on	whether	you	think	these	drugs	are	actually	worth	using	(the	evidence	overall
shows	 that	 they’re	 pretty	 ineffective	 for	 mild	 and	 moderate	 depression).	 But
whatever	 your	 view	 on	 antidepressants,	 the	 evidence	 very	 clearly	 shows	 that
what	patients	say	to	their	doctor,	and	what	they	request,	has	a	significant	impact
on	 what	 is	 prescribed.	 Engaged	 and	 informed	 patients	 are	 something	 most
doctors	would	want	to	see,	but	here	the	question	is	whether	the	information	the
patients	 have	 received	 is	 truly	 helpful,	 and	 whether	 doctors	 can	 resist
inappropriate	requests	for	pills.
So	the	same	study	sent	more	actor-patients	 to	see	doctors,	but	 this	 time	they

gave	 a	 clear	 history	 of	 ‘adjustment	 disorder’,	 a	 term	 used	 by	 some	 people	 to
describe	 the	 simple	 human	 phenomenon	 of	 feeling	 bad	 in	 the	 immediate
aftermath	 of	 a	 very	 bad	 thing	 happening	 in	 your	 life.	 This	 is	 a	 normal	 and
appropriate	thing	for	your	feelings	to	do,	 though	it’s	unpleasant,	as	any	normal
feeling	 person	will	 know,	 and	 pills	 to	 treat	 it	 aren’t	 a	 good	 idea.	 But	 patients
presenting	with	‘adjustment	disorder’	who	demanded	a	specific	named	drug	still
got	 it,	 in	50	per	cent	of	cases,	 compared	with	10	per	cent	of	 those	who	didn’t
request	any	medicine.	This	is	the	dark	side	of	these	adverts,	and	as	a	doctor,	I’ve



always	 been	 surprised	 by	 people	who	 say	 that	 it’s	 doctors	who	 force	 pills	 on
patients.	Doctors	 are	generally	nice	people,	 and	 eager	 to	please.	They	will	 get
bounced	 into	 giving	 people	 what	 they	 want,	 and	 a	 lot	 of	 patients	 have	 been
persuaded,	through	whatever	social	processes	are	at	play	in	their	world,	that	pills
fix	things.	I’ll	rephrase	that	for	something	that’s	coming	later	 in	this	chapter:	a
lot	of	people	have	been	convinced	that	they’re	patients.
So	the	evidence	shows	that	adverts	change	behaviour,	and	they	change	it	for

the	worse.	This	becomes	much	more	worrying	when	you	look	at	which	drugs	get
advertised.	One	study	gathered	data	on	169	drugs	on	the	market,	and	looked	for
patterns	in	their	promotion.6	Firstly,	drugs	are	advertised	more	when	the	number
of	potential	patients,	rather	than	current	patients,	 is	 large.	This	is	an	interesting
finding,	 because	 it	 means	 that	 people	 are	 turned	 into	 patients,	 which	 is	 good
news	if	they’re	sick,	but	bad	news	if	they’re	not.	Secondly,	drugs	get	advertised
more	 when	 they	 are	 new.	 That	 may	 seem	 inevitable,	 but	 it	 can	 be	 very
problematic.	As	we’ve	already	seen,	new	drugs	are	often	not	a	good	idea:	they’re
the	drugs	we	know	least	about,	because	they	haven’t	been	around	long;	they’ve
often	been	shown	only	to	be	better	than	nothing,	rather	than	the	best	treatments
we	 already	 have;	 and	 lastly,	 even	 if	 they’re	 equally	 effective	 when	 compared
with	older	drugs,	they	will	be	more	expensive.
We’ve	 already	 seen	 how	 AstraZeneca	 managed	 the	 transition	 from

omeprazole	to	esomeprazole,	the	‘me	again’	drug,	and	we	can	also	see	it	in	their
advertising	 strategy.	The	 company	 spent	 $100	million	 on	 omeprazole	 in	 2000,
the	 second-highest	 advert	 spend	 that	 year.	 Then	 in	 2001,	 as	 it	 was	 shortly	 to
come	 off	 patent,	 AstraZeneca	 dumped	 the	 drug,	 and	 put	 $500	 million	 into
advertising	 esomeprazole	 instead,	 the	 ‘me	 again’	 drug.	 But	 as	 we’ve	 already
seen,	 these	 two	 drugs	 are	 almost	 identical,	 and	 esomeprazole	 is	 basically	 no
better	 than	omeprazole,	 just	much	more	expensive.7	 The	 advertising	 campaign
was	highly	effective,	so	we	waste	money	on	drugs	that	are	no	better	than	those
that	already	exist.
As	 I’ve	 previously	 argued,	when	 you	 take	 a	 step	 back	 from	pharmaceutical

industry	marketing,	 it	 is	simply	a	process	whereby	patients	pay	money	 to	drug
companies,	in	order	for	them	to	produce	biased	information,	which	then	distorts
treatment	decisions,	making	them	less	effective.	This	is	not	simply	my	view,	or
an	interpretation	from	the	basic	principles	of	economics:	we	can	also	watch	the
phenomenon	 in	 real	 time,	 by	 tracking	 the	 cost	 of	 drugs,	 and	 their	 advertising
budget.	 One	 study	 looked	 at	 clopidogrel,	 an	 ‘anti-platelet’	 drug	 that	 can	 help
prevent	 blood	 clotting,	 and	 is	 given	 to	 people	 at	 high	 risk	 of	 various	 heart



problems.8	 It’s	 popular,	 and	 expensive	 –	 in	 2005	 it	 was	 the	 world’s	 second-
biggest-selling	drug,	at	$6	billion.	Clopidogrel	came	to	market	in	1999	with	no
advertising,	and	was	used	widely,	with	no	advertising,	until	2001.	Then	the	drug
company	 introduced	 television	 advertising,	 spending	 $350	 million	 in	 total.
Oddly,	 this	 had	 no	 impact	 on	 the	 number	 of	 people	 taking	 the	 drug,	 which
continued	 to	 increase	at	 exactly	 the	 same	 rate.	So	nothing	changed,	 except	 for
one	 thing:	 the	 price	 of	 clopidrogel	 went	 up	 by	 40c	 per	 tablet.	 As	 a	 result,
Medicaid	 alone	 paid	 out	 an	 extra	 $207	million.	 For	me	 this	 episode	 is	 strong
evidence	–	if	it	wasn’t	already	obvious	–	that	it’s	patients	and	the	public	who	pay
for	the	industry’s	expensive	marketing	campaigns.
That	 would	 be	 fine	 if	 we	 were	 paying	 for	 reliable	 information,	 cautiously

explained,	but	the	reality	is	that	even	if	the	adverts	are	adequately	policed	(I	will
review	the	endless	to-andfro	on	this	later)	they	are	still	focusing	only	on	pills	and
commercial	 products,	 which	 in	 turn	 distorts	 our	 whole	 outlook	 on	 medical
interventions.	 Any	 sensible	 public-health	 campaign	 to	 inform	 people	 about
reducing	 the	 risk	 or	 the	 consequences	 of	 a	 disease	would	 look	 at	 prescription
drugs,	of	course.	But	it	might	also	inform	patients	with	equal	vigour	about	things
like	exercise,	 alcohol,	 smoking,	diet,	 recreational	drug	use,	 social	 engagement,
and	 perhaps	 even	 social	 inequality.	 A	 public	 education	 and	 engagement
programme	 costing	 $350	 million	 –	 the	 amount	 we	 have	 just	 seen	 spent	 on
clopidrogel	alone	–	would	achieve	a	great	deal	for	all	of	those	goals,	but	instead,
using	money	from	patients	and	public,	it	is	spent	on	TV	adverts	for	one	pill.
This	 is	 a	 theme	 that	we	will	 see	 recurring:	 one	of	 priorities	 being	distorted,

alongside	individual	 treatments	being	sold.	But	first,	we	must	note	that	adverts
are	not	the	only	way	in	which	drugs	are	advertised.

Celebrity	endorsement
In	the	1952	Hollywood	movie	Singin’	in	the	Rain,	Debbie	Reynolds	plays	Kathy
Selden,	a	talented	singer	who	hides	behind	a	curtain,	and	covertly	provides	the
sweet	 singing	voice	 for	 an	on-stage	 starlet	who	merely	mimes	 the	words.	 In	 a
recent	 interview,	Debbie	 Reynolds	 suddenly	 starts	 explaining	 that	 ‘Overactive
bladder	 affects	 you	 because	 it	 defects	 you…effective	 treatment	 is	 available.’9
The	 interview	didn’t	mention	 that	 she	was	working	 for	Pharmacia,	 a	 company
pushing	 a	 new	 treatment	 for	 overactive	 bladder.	 In	 another	 recent	 interview,
Lauren	Bacall	encourages	readers	to	get	tested	for	macular	degeneration,	which
she	says	can	be	helped	with	Visudyne.	Neither	she	nor	the	interviewer	mentions
that	she	is	being	paid	by	Novartis	to	promote	the	drug.10	The	mom	from	Serial



Mom	(seriously)	drops	references	in	interviews	to	arthritis	drugs,	and	is	paid	to
do	so	by	Wyeth	and	Amgen.11
This	 is	 a	new	phenomenon,	but	 it	has	become	so	widespread	 that	American

celebrity	 shows	 are	 now	 having	 to	 screen	 for	 endorsements	 before	 interview
segments	go	ahead.	CBS,	for	example,	recently	reported	that	an	interview	with
Rob	Lowe	–	of	all	people	–	was	dropped	by	NBC	because	of	concerns	about	him
promoting	a	drug	for	people	on	chemotherapy.120	So	when	PR	News	gushingly
reports	that	a	character	on	ER	with	Alzheimer’s	disease	was	treated	with	the	new
drug	Aricept	thanks	to	the	work	of	a	PR	firm	working	for	Pfizer,	it	comes	as	no
surprise.13
The	 TV	 spots	 where	 sponsorship	 is	 openly	 declared	 are	 often	 much	 more

bizarre:	although	 it’s	only	directed	at	 the	US	market,	 for	a	 flavour	of	how	this
world	 works,	 I	 strongly	 encourage	 UK	 readers	 to	 find	 Barry	Manilow’s	 ‘Get
Back	 in	 Rhythm’	 video	 online,	 promoting	 a	 drug	 that	 treats	 abnormal	 heart
rhythms	 (‘Hi,	 this	 is	 Barry	 Manilow,	 and	 that’s	 the	 rhythm	 to	 my	 song
“Copacabana”…’).	Jon	Bon	Jovi’s	painkiller	advert	is	even	slicker.	And	Antonio
Banderas	is	the	voice	of	a	bee	for	Merck’s	Nasonex.
But	sometimes	the	hidden	hand	can	be	more	subtle.	You	will	remember,	I’m

sure,	the	media	stories	around	Herceptin,	a	drug	which	has	a	very	modest	effect
on	 survival	 for	 some	 kinds	 of	 breast	 cancer,	 at	 a	 cost	 of	 serious	 cardiac	 side
effects,	and	tens	of	thousands	of	pounds	for	each	treatment.	From	2005,	access
to	 this	drug	became	a	 spontaneous	cause	célèbre	 for	 the	British	press,	 and	 the
extent	 of	 the	 distortion	 is	 best	 expressed	 in	 the	 words	 of	 one	 GP	 who	 was
suffering	 from	breast	 cancer	herself,	 and	 later	wrote	of	being	caught	up	 in	 the
bombardment	of	media	coverage:	 ‘I	began	 to	 feel	 that	 if	 I	did	not	 receive	 this
drug	 then	 I	would	 have	 very	 little	 chance	 of	 surviving	my	 cancer.’	When	 she
stepped	back	from	the	maelstrom	and	looked	at	the	data	as	it	stood	at	the	time,
she	was	surprised:	‘More	careful	analysis	of	the	“50	per	cent	benefit”	which	had
been	widely	quoted	in	the	medical	and	non-medical	press,	and	fixed	in	my	mind,
actually	translated	into	a	4–5	per	cent	benefit	to	me,	which	equally	balanced	the
cardiac	 risk…This	 story	 illustrates	 how	 even	 a	 medically	 trained	 and	 usually
rational	woman	becomes	vulnerable	when	diagnosed	as	having	a	potentially	life-
threatening	illness.’14
The	dominant	 theme	of	 this	media	 coverage	was	 that	NICE	 should	 approve

Herceptin	 for	 use	 on	 the	 NHS.	 Yet,	 bizarrely,	 the	 campaign	 was	 orchestrated
before	 any	 evidence	 had	 even	 been	 given	 to	 NICE.	 The	 health	 minister,
similarly,	 said	 the	 drug	 should	 be	 approved,	 but	 again	 before	 the	 data	 on	 its



effectiveness	was	available.
What	can	explain	all	this?	One	group	of	academics	tracked	down	every	single

newspaper	story	on	Herceptin,	to	try	to	understand	what	had	happened.15	They
found	 361	 articles	 in	 total:	 the	 overwhelming	majority	 (four	 out	 of	 five)	were
positive	 about	 the	 drug’s	 efficacy,	 and	 the	 remainder	 were	 neutral,	 with	 none
negative.	Side	effects	were	mentioned	in	less	than	one	in	ten	articles,	and	were
often	played	down	as	minimal.	Some	articles	came	right	out,	 in	 the	 face	of	all
common	sense,	and	declared	that	this	miracle	cancer	drug	had	no	side	effects	at
all.
Half	of	the	stories	were	about	the	problems	in	getting	a	licence	for	Herceptin’s

use	 in	 early-stage	 breast	 cancer,	 but	 they	 almost	 never	 mentioned	 that	 the
manufacturer,	 Roche,	 needed	 to	 apply	 for	 that	 licence	 itself,	 and	 hadn’t	 even
done	so	yet.	Many	of	them	attacked	NICE,	but	they	hardly	ever	mentioned	that	it
couldn’t	 even	 look	 at	 the	 drug	 for	 this	 use	 until	 it	was	 licensed,	 and	 until	 the
government	asked	it	to.
Perhaps	most	remarkable	was	 the	use	of	 individual	patients,	 in	 two	thirds	of

all	 the	articles.	Although	 journalists	 chose	not	 to	mention	how	 they	had	 found
these	women,	 in	reality	 they	were	being	provided	to	 the	media	by	lawyers	and
PR	 firms.	 Elaine	 Barber	 and	 Anne	Marie	 Rogers	 each	 appeared	 in	 dozens	 of
articles:	 they	 were	 handled	 by	 Irwin	 &	Mitchell,	 which	 was	 shortlisted	 for	 a
Chartered	 Institute	of	Public	Relations	award	 for	 its	work	on	 this	project.	Lisa
Jardine,	Professor	of	Renaissance	Studies	at	Queen	Mary,	University	of	London,
who	was	suffering	from	breast	cancer,	told	the	Guardian	she	was	contacted	by	a
PR	firm	working	directly	for	Roche.16	The	charity	CancerBackup	also	appeared
in	 these	 stories	 repeatedly,	 often	 hawking	 a	 survey	 finding	 which	 had	 been
delivered	to	it	by	Roche,	which	also	funded	the	charity’s	work.17
Why	would	the	involvement	of	a	PR	firm	working	for	the	drug	company	not

be	declared	up	front?	Here’s	an	unusually	open	explanation.	In	2010	the	British
government	 proposed	 a	 scheme	 allowing	 pharmacists	 to	 substitute	 all
prescriptions	for	branded	medicines	with	the	generic	alternative.	Generic	drugs,
as	 you	 now	 know,	 are	 identical	 copies	 of	 a	molecule,	 but	manufactured	more
cheaply	by	another	company	when	 the	original	 inventor’s	exclusive	patent	has
run	out.	Doctors	who	have	been	influenced	by	advertising	from	drug	companies
often	write	 the	brand	name	of	the	drug	on	the	prescription,	rather	 than	the	true
scientific	name.	This	proposed	new	law	would	allow	pharmacists	 to	 ignore	 the
brand	 name	 and	 substitute	 an	 identical	 generic	 copy	 of	 the	 drug,	 made	 by
whichever	 company	 sold	 it	 most	 cheaply,	 potentially	 saving	 the	 NHS	 huge



amounts	 of	 money,	 at	 no	 risk	 to	 patients.	 A	 letter	 of	 protest	 immediately
appeared	 in	 The	 Times,	 signed	 by	 various	 patient	 groups	 and	 experts,	 and
received	 positive	 coverage	 elsewhere	 in	 the	 broad-sheets.	 ‘Plan	 to	 Switch	 to
Cheaper	 Medicines	 will	 Harm	 Patients,	 Say	 Experts’,	 reported	 The	 Times.	 It
even	 had	 a	 case	 study:	 ‘Patient	 Given	 Seroxat	 Substitute	 Felt	 Unwell	Within
Two	Days’.	But	Margaret	McCartney,	a	GP	who	writes	for	 the	British	Medical
Journal,	 found	out	 that	 the	 letter	was	coordinated	and	written	by	PR	company
Burson-Marsteller,	 paid	 for	 by	 the	 drug	 company	Norgine.	 Peter	Martin,	 chief
operating	officer	of	Norgine,	was	the	major	influence	behind	the	campaign,	but
he	did	not	sign	the	letter	himself.	Asked	why	not,	he	cheerfully	replied,	‘There
was	no	conspiracy.	The	frank	truth,	the	honest	truth,	is	that	I	thought	that	having
a	pharmaceutical	company	in	there	would	sully	the	message	somewhat.’
Despite	that	story,	we	shouldn’t	allow	ourselves	to	become	too	obsessed	with

conspiracies.	Cancer	and	health	are	–	as	I’ve	written	endlessly	outside	this	book
–	 areas	 where	 many	 newspaper	 journalists	 distort	 facts	 as	 a	 matter	 of	 casual
routine,	without	any	commercial	assistance,	partly	through	a	lack	of	knowledge,
but	also,	I	suspect,	through	a	desire	to	be	crusaders.	We	have	already	seen	how
figures	 can	 be	 reported	 misleadingly,	 in	 the	 coverage	 of	 the	 Jupiter	 trial	 on
statins.	But	the	simple	tradition	of	using	human	stories,	even	when	they	do	not
represent	the	reality	of	the	evidence,	provides	an	open	goal	to	companies,	hoping
that	their	drug	will	get	positive	coverage.	In	2010,	for	example,	the	British	media
was	 filled	 with	 journalists	 angry	 about	 NICE’s	 recommendation	 not	 to	 fund
Avastin,	a	bowel-cancer	drug	that	costs	£21,000	per	patient.	Overall,	on	average,
when	 added	 to	 all	 the	 other	 treatments,	 the	 drug	 had	 been	 shown	 to	 increase
survival	by	just	six	weeks,	from	19.9	months	to	21.3	months.	But	the	newspaper
stories	featured	Barbara	Moss,	who	paid	out	of	her	own	pocket	to	have	Avastin
in	2006,	and	was	still	alive	four	years	later.18	I	am	pleased	for	her,	but	someone
who	has	survived	four	years	is	no	illustration	whatsoever	of	what	happens	if	you
take	Avastin	 for	 bowel	 cancer.	You	 could	 find	 patients	who	 survived	 for	 four
years	without	Avastin	too,	and	neither	they	nor	Barbara	Moss	tell	you	anything
informative	whatsoever	about	the	drug’s	effectiveness.
Individual	stories	such	as	these	are	the	bread	and	butter	of	health	journalism.

But	 beyond	 the	 desire	 to	 report	 on	 individual	 ‘miracle	 cures’,	 there	 is	 also	 a
murkier	 problem.	 Journalists,	 like	 all	 of	 us,	 like	 to	 explain	 the	 world	 around
them.	 Sometimes,	 though,	 a	 deceptively	 simple	 explanation	 for	 a	 complex
phenomenon	can	be	very	powerful:	 it	can	prime	the	reader	 to	accept	a	specific
treatment,	but	it	can	also	change	our	whole	cultural	understanding	of	a	disease.



More	than	molecules
The	 idea	 that	depression	 is	 caused	by	 low	serotonin	 levels	 in	 the	brain	 is	now
deeply	 embedded	 in	 popular	 folklore,	 and	 people	 with	 no	 neuroscience
background	 at	 all	 will	 routinely	 incorporate	 phrases	 about	 it	 into	 everyday
discussion	of	their	mood,	just	to	keep	their	serotonin	levels	up.	Many	people	also
‘know’	that	this	is	how	antidepressant	drugs	work:	depression	is	caused	by	low
serotonin,	so	you	need	drugs	which	raise	the	serotonin	levels	in	your	brain,	like
SSRI	 antidepressants,	 which	 are	 ‘selective	 serotonin	 reuptake	 inhibitors’.	 But
this	 theory	 is	wrong.	The	‘serotonin	hypothesis’	 for	depression,	as	 it	 is	known,
was	 always	 shaky,	 and	 the	 evidence	 now	 is	 hugely	 contradictory.19	 I’m	 not
giving	 that	 lecture	 here,	 but	 as	 one	 brief	 illustration,	 there’s	 a	 drug	 called
tianeptine	–	 it	 is	 a	 selective	 serotonin	 reuptake	 enhancer,	 not	 an	 inhibitor,	 that
should	 reduce	serotonin	 levels	–	and	yet	 research	shows	 that	 it	 is	also	a	pretty
effective	treatment	for	depression.
But	in	popular	culture	the	depression–serotonin	theory	is	proven	and	absolute,

because	 it	 has	 been	 marketed	 so	 effectively.	 In	 drug	 adverts	 and	 educational
material	you	can	see	it	 recycled,	simply	and	plainly,	because	it	makes	absolute
sense:	depression	is	caused	by	too	little	serotonin,	therefore	our	pill,	which	raises
serotonin	levels,	will	fix	it.	This	uncomplicated	notion	is	attractive,	even	though
it	has	little	support	in	academia,	perhaps	because	it	speaks	to	us	of	controllable,
external,	 molecular	 pressures.	 As	 one	 US	 newspaper	 said	 recently	 about
depression:	‘It’s	not	a	personal	deficit,	but	something	that	needs	to	be	looked	at
as	a	chemical	imbalance.’20
This	 is	 not	 a	 belief	 that	 arose	 spontaneously	 out	 of	 nowhere:	 it	 has	 been

carefully	fostered	and	maintained.21	A	recent	advert	for	paroxetine	by	GSK	says:
‘If	you’ve	experienced	some	of	these	symptoms	of	depression	nearly	every	day,
for	at	least	two	weeks,	a	chemical	imbalance	could	be	to	blame.’22	Or	a	patient’s
guide	 to	 Pfizer’s	 SSRI:	 ‘Zoloft	 may	 help	 correct	 the	 chemical	 imbalance	 of
serotonin	in	the	brain.’	The	same	claims	are	found	in	adverts	around	the	world,
directed	not	only	at	adult	patients,	but	also	at	children.	One	museum	exhibition
on	the	human	brain	sponsored	by	Pfizer	started	at	the	Smithsonian	Institution	in
Washington	 and	 then	 toured	 the	 US.	 Half	 of	 us	 will	 experience	 ‘brain
dysfunction’	 at	 some	 stage	 in	 our	 lives,	 it	 happily	 explains:	 ‘Chemical
imbalances	 in	 the	 brain	 –	 often	 involving	 the	 neurotransmitter	 serotonin	 –	 are
almost	certainly	involved.’23
In	 2008,	 two	 academics	 from	 the	US	wrote	 a	 remarkable	 paper,	 describing

what	happened	when	they	contacted	the	journalists	who	were	disseminating	this



idea,	 to	 find	out	 if	 they	 could	 justify	 their	 claims.24	 In	 return	 they	were	 either
ignored,	 fobbed	off,	or	 sent	 irrelevant	academic	papers	 that	 said	nothing	about
serotonin	 and	 depression:	 ‘The	 quote	 was	 attributed	 to	 a	 psychiatric	 nurse
practitioner,’	 said	one	vignette.	 ‘The	author	did	not	 respond	 to	 emails,	 and	 the
nurse’s	email	was	not	available.’
One	New	 York	 Times	 piece	 discussed	 a	 founder	 of	 the	 chemical	 theory	 of

depression:	 ‘A	groundbreaking	 paper	 that	 he	 published	 in	 1965	 suggested	 that
naturally-occurring	 chemical	 imbalances	 in	 the	 brain	 must	 account	 for	 mood
swings,	 which	 pharmaceuticals	 could	 correct,	 a	 hypothesis	 that	 proved	 to	 be
right.’	When	the	academics	gave	chase,	 ‘Emails	 to	[the	 journalist]	 requesting	a
citation	 to	 support	 his	 statement	 went	 unanswered.’	 An	 article	 in	 The	 Times,
titled	 ‘On	 the	 Horizon,	 Personalized	 Depression	 Drugs’,	 quoted	 a	 professor
saying:	‘Some	depressed	patients	who	have	abnormally	low	levels	of	serotonin
respond	to	SSRIs,	which	relieve	depression,	 in	part,	by	flooding	the	brain	with
serotonin.’	 In	 evidence,	 the	 journalist	 supplied	 an	 academic	 paper	 on	 a
completely	different	subject.
The	 story	 of	 the	 serotonin	 hypothesis	 for	 depression,	 and	 its	 enthusiastic

promotion	 by	 drug	 companies,	 is	 part	 of	 a	wider	 process	 that	 has	 been	 called
‘disease-mongering’	 or	 ‘medicalisation’,	 where	 diagnostic	 categories	 are
widened,	 whole	 new	 diagnoses	 are	 invented,	 and	 normal	 variants	 of	 human
experience	 are	 pathologised,	 so	 they	 can	 be	 treated	 with	 pills.	 One	 simple
illustration	 of	 this	 is	 the	 recent	 spread	 of	 ‘checklists’	 enabling	 the	 public	 to
diagnose,	 or	 help	 diagnose,	 various	medical	 conditions.	 In	 2010,	 for	 example,
the	popular	website	WebMD	launched	a	new	test:	‘Rate	your	risk	for	depression:
could	you	be	depressed?’	It	was	funded	by	Eli	Lilly,	manufacturers	of	the	anti-
depressant	 duloxetine,	 and	 this	 was	 duly	 declared	 on	 the	 page,	 though	 that
doesn’t	reduce	the	absurdity	of	what	followed.
The	 test	consisted	of	 ten	questions,	such	as:	 ‘I	 feel	sad	or	down	most	of	 the

time’;	 ‘I	 feel	 tired	 almost	 every	 day’;	 ‘I	 have	 trouble	 concentrating’;	 ‘I	 feel
worthless	or	hopeless’;	‘I	find	myself	thinking	a	lot	about	dying’;	and	so	on.	If
you	answered	 ‘no’	 to	every	 single	one	of	 these	questions	–	every	 single	one	–
and	then	pressed	‘Submit’,	the	response	was	clear:	‘You	may	be	at	risk	for	major
depression’.25

Lower	Risk:

You	may	be	at	risk	for	major	depression.



				*	If	you	have	recurring	thoughts	of	death	or	suicide,	call	your	doctor	or	any
qualified	health	care	provider	right	away.	If	you	need	immediate	assistance
or	think	you	may	have	a	medical	emergency,	call	911.

				You	replied	that	you	are	feeling	four	or	fewer	of	the	common	symptoms	of
depression.	 In	 general,	 people	 experiencing	 depression	 have	 five	 or	more
common	symptoms	of	the	condition.	But	every	individual	is	unique.	If	you
are	concerned	about	depression,	talk	with	your	doctor.

This	is	not	a	meaningful	diagnostic	tool	in	any	sense	of	the	word.	It	is	not	raising
awareness,	 or	 helping	 avoid	 underdiagnosis:	 it	 is	 marketing	 material,
masquerading	as	patient	information,	and	in	my	view	it	does	clear	harm,	because
it	encourages	people	to	diagnose	themselves	with	problems	they	don’t	have,	and
ultimately	 to	 seek	 out	 drugs	 that	 they	 are	 unlikely	 to	 benefit	 from.	But	 this	 is
common	 practice:	 through	 checklists	 on	 depression,	 social	 anxiety	 disorder,
premenstrual	 dysphoric	 disorder	 and	 more,	 companies	 can	 turn	 people	 with
discomfort	into	consumers	with	an	intention	to	obtain	their	product.26
Sometimes,	when	speaking	on	this	topic	to	hostile	industry	audiences,	I	have

been	accused	of	protectionism,	and	wanting	to	maintain	control	of	diagnosis	for
doctors.	So	let	me	place	my	cards	firmly	on	the	table	(it	may	already	be	too	late).
Medicine	works	best	when	doctors	and	patients	work	together	to	improve	health:
in	an	ideal	world,	patients	and	the	public	would	be	well	informed	and	engaged.
It’s	great	if	they	are	aware	of	the	true	risks	in	their	lives,	and	informed	enough	to
avoid	underdiagnosis.	But	overdiagnosis	is	just	as	much	of	a	worry.

Medicalisation
This	whole	process	has	been	bundled	up	under	names	like	‘disease	mongering’
and	 ‘medicalisation’:	 social	 processes,	 where	 the	 pharmaceutical	 companies
widen	the	boundaries	of	diagnosis,	to	increase	their	market	and	sell	the	idea	that
a	complex	social	or	personal	problem	is	a	molecular	disease,	in	order	to	sell	their
own	molecules,	 in	pills,	 to	 fix	 it.	Sometimes	disease	mongering	can	 feel	 solid,
and	outrageous;	but	sometimes	it	falls	apart	in	your	fingers;	because	despite	the
marketing	 games,	 these	 tablets	 might	 well	 do	 some	 good.	 Let	 me	 walk	 you
through	my	changeable	thoughts.
There’s	no	doubt	that	marketing	has	an	impact	on	uptake	of	medicines,	or	that

companies	try	to	sell	mechanisms	that	benefit	them,	and	widen	markets.	We’ve
seen	that	much	already,	with	the	depression	checklists	and	the	story	of	serotonin.



Psychiatry,	 of	 course,	 is	 particularly	vulnerable	 to	 such	marketing	devices,	 but
the	problems	extend	way	out,	 into	 ‘unstable	bladder’	 and	other	 syndromes.	To
my	mind,	this	process	reaches	its	pinnacle	in	an	advert	for	Clomicalm:	‘the	first
medication	approved	for	the	treatment	of	separation	anxiety	in	dogs’.
Often	the	diseases	used	have	existed	forever,	but	have	been	neglected,	unused,

until	 reanimated	 by	 a	 pill.	 Social	 Anxiety	Disorder,	 for	 example,	 is	 at	 least	 a
hundred	years	old,	and	you	could	argue	that	Hippocrates’	description	of	crippling
shyness	 from	 400	 BC	 describes	 it	 pretty	 well	 too:	 ‘Through	 bashfulness,
suspicion,	and	 timorousness,	he	will	not	be	seen	abroad…He	dare	not	come	in
company	for	fear	he	should	be	misused,	disgraced,	overshoot	himself	in	gesture
or	speeches,	or	be	sick;	he	thinks	every	man	observes	him.’
Generally,	 people	 used	 to	 feel	 this	 problem	 was	 ‘rare’:	 in	 the	 1980s	 the

prevalence	was	stated	at	1–2	per	cent;	but	within	a	decade	estimates	as	high	as
13	 per	 cent	 were	 being	 published.	 In	 1999	 paroxetine	was	 licensed	 for	 social
anxiety,	and	GSK	launched	a	$90	million	advertising	campaign	(‘imagine	being
allergic	to	other	people’).	Is	it	good	if	stressed	students	can	get	better	at	giving
presentations	in	their	classes?	I	think	so.	Do	I	want	that	to	happen	with	a	pill?	I
guess	it	depends	on	how	effective	that	pill	 is,	and	the	side	effects.	Is	 it	good	if
lots	 of	 shy	 people	 believe	 they	 have	 a	 disease?	 Well,	 that	 might	 reinforce
negative	self-beliefs,	or	it	might	improve	self-esteem.	These	are	hugely	complex
issues,	with	profit	and	loss	on	both	sides	of	the	equation.
The	same	quandaries	arise	with	the	aggressive	‘disease	awareness	campaigns’

for	erectile	dysfunction,	when	drugs	 like	Viagra	were	being	developed.	This	 is
something	 that	 a	 lot	 of	 doctors	 probably	 didn’t	 take	 seriously	 enough	 before
there	 was	 a	 pill	 to	 treat	 it.	 I	 suppose	 I	 might	 prefer	 it	 if	 patients	 were	 being
offered,	 maybe,	 ‘sensate	 focus’	 therapy	 before	 an	 erection	 pill.	 Moreover,	 I
would	prefer	 that	 this	had	always	happened,	for	a	 long	time	before	Viagra	was
invented,	 but	 there	 you	 go:	 jobbing	 sex	 therapists	 –	 despite	 having	 a	 very
telegenic	 job	–	aren’t	glamorous	enough	 to	 raise	awareness	of	 their	services	 to
the	same	degree	as	a	$600	billion	industry.
The	 point,	 I	 think,	 is	 that	 we	 shouldn’t	 walk	 away,	 believing	 that	 crippling

shyness,	or	disappointment	with	your	sex	drive	are	non-problems,	or	even	 that
they	 are	 unfixable.	 But,	 if	 only	 for	 our	 collective	 self-worth,	 we	 do	 need	 to
reassert	 our	 awareness	 that	 there	 are	 covert	 commercial	 processes	 beavering
away	behind	the	scenes,	manipulating	these	new	cultural	constructs.
Perhaps	the	most	complete	illustration	of	this	phenomenon	–	the	‘hidden	hand’

in	the	culture	of	medicine	–	is	‘Female	Sexual	Dysfunction’.	This	was	devised	in



the	1990s	as	a	new	way	to	sell	drugs	like	Viagra	to	women,	and	we	can	trace	its
rise,	 and	 then	 its	 subsequent	 modest	 fall	 from	 grace,	 over	 the	 following	 two
decades.
In	 the	beginning	–	as	 is	standard	–	 the	scale	of	 the	problem	was	overhyped,

through	a	long	series	of	studies	and	conferences	conducted	by	people	who	were
paid	by	the	pharmaceutical	industry.	The	most	widely	cited	figure	for	the	number
of	 women	 suffering	 from	 Female	 Sexual	 Dysfunction	 comes	 from	 1999:
according	to	this,	some	43	per	cent	of	all	women	have	a	medical	problem	around
their	 sex	 drive.27	 This	 survey	 was	 published	 in	 the	 Journal	 of	 the	 American
Medical	Association	(JAMA),	one	of	the	most	influential	journals	in	the	world.	It
looked	at	questionnaire	data	asking	about	things	like	lack	of	desire	for	sex,	poor
lubrication,	anxiety	over	sexual	performance,	and	so	on.	If	you	answered	‘yes’	to
any	 one	 of	 these	 questions,	 you	 were	 labelled	 as	 having	 Female	 Sexual
Dysfunction.	For	the	avoidance	of	any	doubt	about	the	influence	of	this	paper,	it
has	–	as	of	a	sunny	evening	in	March	2012	–	been	cited	1,691	times.	That	is	a
spectacular	number	of	citations.
At	 the	 time,	 no	 financial	 interest	 was	 declared	 by	 the	 study’s	 authors.	 Six

months	 later,	 after	 criticism	 in	 the	New	 York	 Times,	 two	 of	 the	 three	 authors
declared	consulting	and	advisory	work	 for	Pfizer.28	The	 company	was	gearing
up	to	launch	Viagra	for	the	female	market	at	this	time,	and	had	lots	to	gain	from
more	women	being	labelled	as	having	a	medical	sexual	problem.	Ed	Laumann,
lead	 author	on	 the	43	per	 cent	 paper,	 seemed	 rather	 haunted	by	 this	 exposure,
and	has	been	much	clearer	about	caveats	in	his	subsequent	work.	That	is	a	wise
move,	 because	 it	 seems	 to	 me	 that	 if	 your	 model	 says	 nearly	 half	 of	 all	 the
women	 in	 the	 world	 have	 sexual	 problems,	 then	 the	 problem	 lies	 with	 your
model,	and	not	with	the	women	you	are	describing.
Can	we	make	any	sense	of	such	an	insanely	high	figure?	Subsequent	research

has	tried	to	make	a	better	fist	of	things.	A	2007	survey,	for	example,	compares
different	methods	of	measuring	the	prevalence	of	these	problems	in	four	hundred
female	 attenders	 at	 a	 GP	 practice	 (already	 a	 sicker	 group	 of	 people	 than	 the
general	 population,	 but	 we’ll	 continue	 nonetheless).	 Looking	 crudely	 at	 the
symptoms	and	behaviour	that	 these	women	reported,	and	then	comparing	them
against	 the	 list	 of	 symptoms	 in	 the	 World	 Health	 Organization’s	 ‘ICD-10’
diagnostic	manual	(which	is	used	only	as	a	guide	to	diagnosis,	not	as	a	bible	or
checklist)	38	per	cent	had	at	least	one	diagnosis	of	sexual	dysfunction.	But	if	you
restrict	 this	–	much	more	sensibly	–	to	the	women	who	perceive	themselves	as
having	 a	 problem,	 this	 prevalence	 falls	 to	 18	 per	 cent.	 And	 if	 you	 restrict	 it



further	–	again	sensibly	–	to	those	who	regard	the	problem	as	even	moderate	or
severe,	the	prevalence	is	just	6	per	cent.

These	 prevalence	 papers	 were	 not	 the	 only	 tool	 in	 the	 industry’s	 armoury.
There	were	also	conferences	–	many	conferences	–	all	of	 them	well	 funded.	A
researcher	 called	Ray	Moynihan	unpicked	 this	 story	as	 it	 arose,	over	 a	decade
ago,	 and	 has	 attracted	 some	 interesting	 attacks	 for	 his	 trouble.	 His	 list	 of
conferences	from	2003	(above)	tells	a	story	all	by	itself.29
Moynihan’s	paper	 in	 the	BMJ	was	 read	by	a	 lot	of	people,	 and	helped	 raise

awareness	 of	 this	 growing	 problem.	 Shortly	 afterwards,	 patient	 organisations
found	themselves	receiving	a	rather	strange	email	from	Michelle	Lerner,	senior
account	manager	at	HCC	De	Facto	PR.	Moynihan	had	questioned	whether	FSD
exists	at	all,	she	wrote:

				I	know	many	support	organisations	have	been	incensed	about	these	claims,
and	we	 think	 it’s	 important	 to	 counter	 them	and	get	 another	 voice	 on	 the
record.	 I	was	wondering	whether	you	or	 someone	 from	your	organisation
may	be	willing	to	work	with	us	to	generate	articles…countering	the	point	of
view	raised	in	the	BMJ.	This	would	involve	speaking	with	select	reporters
about	FSD,	its	causes	and	treatments.

Lerner	 initially	 denied	 any	 involvement	with	 these	 emails.	 Then	 she	 admitted



they	 came	 from	her,	 but	 refused	 to	 say	who	was	paying	her	 agency.	Finally	 it
was	 established	 that	 she	 was	 working	 for	 Pfizer,	 which	 was	 –	 as	 we	 know	 –
testing	Viagra	 for	women	at	 the	 time.	When	 it	was	contacted,	Pfizer	described
this	kind	of	PR	activity	as	‘customary	and	unremarkable’.30
More	customary	and	unremarkable	activity	was	to	be	seen	in	the	promotion	of

online	 teaching	 materials	 around	 this	 disease.31	 The	 world	 of	 ‘continuing
medical	 education’	 for	 doctors	 is,	 as	 we	 shall	 shortly	 see,	 a	 major	 focus	 for
covert	 promotional	 activity.	 One	 clear	 illustration	 of	 how	 free	 training	 for
doctors	can	be	used	to	change	the	emphasis	of	medical	practice	was	the	online
resource	 femalesexualdysfunctiononline.	 org.	 This	 website	 contained	 teaching
resources	 on	 FSD,	 helping	 doctors	 to	 find	 people	 who	 would	 benefit	 from
treatment,	 and	 it	was	 sponsored	 by	 Procter	&	Gamble,	which	 at	 the	 time	was
developing	 testosterone	patches,	hoping	 to	 sell	 them	as	a	 treatment	 to	 increase
women’s	libido,	and	planning	a	$100	million	marketing	push	to	raise	awareness
of	FSD.32
The	teaching	programme	at	femalesexualdysfunctiononline.org	was	accredited

by	 the	American	Medical	Association,	as	 they	 so	often	are,	but	my	concern	 is
not	so	much	what	this	website	says,	but	rather	what	it	does	not:	because	now	it
says	nothing	at	all.	P&G	failed	to	get	a	licence	to	market	testosterone	patches	for
female	 libido,	 so	 this	 apparently	 valuable,	 accredited	 teaching	 programme	 for
doctors	fell	off	the	internet	altogether.	If	we	believe	that	FSD	really	is	a	serious
medical	problem,	affecting	large	numbers	of	women,	then	this	freely	accessible
and	lavishly	produced	educational	material	is	presumably	a	valuable	resource.	If
we	 believe	 that	 the	 pharmaceutical	 industry	 produces	 these	 resources	 for	 the
better	education	of	doctors,	without	seeking	 to	 influence	 their	practice,	as	 they
claim,	 then	 surely	 we	 would	 expect	 it	 still	 to	 be	 online	 (since	 the	 costs	 of
keeping	 a	 website	 up,	 once	 it’s	 been	 built	 at	 great	 expense,	 are	 almost
negligible).	Instead,	it	seems	that	as	soon	as	there’s	no	money	to	be	made,	these
educational	resources	have	simply	disappeared.	That	tells	a	story	that	will	recur
in	 the	 rest	 of	 this	 chapter:	 information	 that	 sells	 drugs	 is	 given	 a	 platform;
information	that	does	not	is	on	its	own.
That’s	 not	 to	 say,	 however,	 that	 P&G	 didn’t	 try	 hard	 to	 get	 its	 product

licensed,	 and	 in	 the	 EU	 it	 had	 some	 success,	 after	 a	 fashion.	 Medicines
regulators	 know	 all	 about	 ‘off-label	 prescribing’;	 they	 know	 that	 when	 they
approve	a	drug	only	for	use	 in	one	narrow	condition,	or	 in	one	small	group	of
people,	that	caveat	can	be	ignored	in	practice,	as	doctors	prescribe	the	treatment
for	 use	 much	 more	 widely,	 and	 in	 many	 other	 conditions.	 Sometimes	 the



regulators	can	see	this	coming,	and	try	to	head	it	off.	So,	in	the	EU,	testosterone
patches	were	approved	for	the	treatment	of	poor	libido,	but	only	in	women	with
diagnosed	 sexual	 problems	 that	 had	 arisen	 as	 a	 result	 of	 surgically	 induced
menopause	 (that	 is,	 having	 had	 their	 ovaries	 and	 uterus	 removed	 because	 of
cancer,	or	something	similar).	Inevitably,	these	patches	are	now	being	used	‘off-
label’,	for	women	without	any	history	of	such	surgery.	The	FDA	saw	this	coming
a	 long	way	 off,	 so	 it	 declined	 to	 license	 the	 product	 at	 all,	 specifically	 citing
concerns	 about	 off-label	 use	 after	 the	 approval	 committee’s	 unanimous	 ‘no’
vote.33
This	might	be	 a	good	moment	 to	mention	 that	 the	 evidence	 for	 testosterone

patches	being	any	use,	even	after	surgery,	is	extremely	weak,	from	two	trials	in
very	 unrepresentative	 ‘ideal	 patients’,	 showing	 marginal	 benefits	 against	 a
massive	 placebo	 effect,	 with	 common	 side	 effects	 (sometimes	 apparently
irreversible),	 and	 no	 long-term	 safety	 data.34	 It’s	 worth	 noting	 that	 almost	 no
treatments	 for	 FSD	 have	 come	 to	 market,	 and	 crucially,	 all	 of	 the	 disease-
mongering	activity	we	have	seen	happened	in	the	lead-up	to	their	approval.	This
was	simply	 the	academic	groundwork	in	 the	companies’	‘publication	planning’
programme,	where	they	prove	that	a	problem	is	widespread,	and	create	a	desire
for	a	cure.
So,	medicalisation	 is	a	mixed	bag.	We	may	well	 find	new	safe	and	effective

drugs	 for	 conditions	 most	 of	 us	 have	 never	 thought	 of	 as	 medical	 problems
before,	 and	 they	 may	 well	 improve	 people’s	 quality	 of	 life,	 in	 all	 kinds	 of
different	ways.	There	might	also	be	an	interesting	conversation	over	where	these
stand	on	the	continuum	between	medical	treatments	and	recreational	drugs.	But
these	 possible	 benefits	 come	 at	 a	 cost.	 It’s	 clear	 that	 we	 can	 be	 distracted	 in
medicine	by	 looking	where	 the	money	 tells	us	 to	 look,	and	so	miss	 things:	 the
complex	personal,	psychological	and	social	causes	of	sexual	problems,	perhaps,
while	focusing	on	the	mechanics	and	the	pills,	the	‘impaired	clitoral	blood	flow’
and	 the	 twenty-four-hour	 blood-hormone	 profiles.	 We	 might	 also	 suffer	 a
cultural	 cost	 when	 we	 medicalise	 everyday	 life	 and	 promote	 reductionist,
molecular,	 mechanical	 models	 of	 personhood.	 Similarly,	 as	 with	 size-zero
models,	 when	 we	 invent	 seductive	 new	 norms	 of	 sexual	 behaviour,	 we	 risk
making	perfectly	normal	people	feel	inadequate.
But	 the	greatest	 risk	 is	 that	we	fail	 to	notice	 that	our	models	of	personhood,

and	what	is	normal,	are	being	quietly	engineered	by	a	$600	billion	industry.

Patient	groups



We	now	 arrive	 at	 the	 final	murky	 and	 disappointing	 corner	 in	 our	whistlestop
tour	 of	 direct-to-consumer	 marketing.	 Patient	 groups	 perform	 a	 vital	 and
admirable	 role:	 they	 bring	 patients	 together,	 disseminate	 information	 and
support,	 and	 can	 help	 to	 lobby	 on	 behalf	 of	 people	 with	 the	 condition	 they
represent.
In	some	respects	 it’s	no	surprise	 that	many	patient	groups	are	 funded	by	 the

pharmaceutical	 industry	 –	 we’ll	 see	 how	 many,	 and	 how	 transparently,	 in	 a
moment	 –	 because	 on	 some	 issues,	 the	 desires	 of	 these	 two	 sectors	 are	 neatly
aligned.	A	patient	group	wants	money	and	resources,	to	lobby	and	to	support	its
members	 effectively,	 and	 can	 benefit	 from	 specialist	 knowledge	 and	 business
knowhow.	A	drug	company	offers	this,	and	then	it	has	its	own	needs:	it	wants	to
disseminate	 friendly	 messages	 for	 its	 brand,	 in	 a	 regulatory	 environment	 that
prevents	direct	advertising	to	patients.	It	also	wants	to	be	seen	as	generous	and
socially	 responsible,	 like	 any	 other	 company,	 and	 we	 should	 recognise	 that
illness	is	an	emotional	experience	as	well	as	a	physical	one:	friendly	assistance
when	you	are	at	your	lowest	ebb	can	buy	a	good	deal	of	loyalty.
But	some	industry	interests	are	not	so	perfectly	aligned	with	those	of	patients,

as	 we	 already	 know.	 A	 company	 might	 want	 to	 increase	 sales	 of	 a	 product
through	 the	 conventional	 covert	marketing	we’ve	 seen,	 but	 also	 by	 expanding
the	diagnostic	limits	of	the	disease,	to	enlarge	its	market.	It	has	a	special	interest
in	selling	new	drugs,	even	though,	as	we’ve	seen,	these	are	the	very	products	for
which	we	know	the	least	about	the	risks	and	benefits	to	patients,	and	for	which
the	cost	is	–	perversely,	given	the	lack	of	information	–	highest.
If	you	read	the	pharmaceutical	industry’s	own	commercial	literature,	it’s	easy

to	 see	 how	 it	 views	 relationships	 with	 patient	 organisations.	 Here	 is	 a	 PR
company’s	 health-care	 strategist	 writing	 in	 the	 magazine	 Pharmaceutical
Executive.	This	isn’t	a	smoking	gun,	but	rather,	a	banal	corporate	explanation	of
why	drug	companies	give	patient	groups	money:

	 	 	 	 Years	 before	 a	 new	 drug	 is	 launched,	 pharma	 companies	 and	 advocacy
teams	 should	 map	 out	 how	 strong	 ties	 can	 advance	 corporate	 goals	 and
brand	objectives.	Product	managers	 see	 advocacy	groups	 as	 allies	 to	 help
advance	 brand	 objectives,	 like	 increasing	 disease	 awareness,	 building
demand	 for	 new	 treatments,	 and	helping	 facilitate	FDA	clearance	of	 their
drug…But	 there	 are	 a	 few	 things	 to	 remember:	 Some	 advocacy	 groups,
especially	 the	 more	 established	 ones,	 will	 not	 endorse	 one	 product	 over
another.	Companies	need	to	determine	boundaries	early	to	avoid	getting	in



trouble.35

And	so	on.
How	 prevalent	 is	 industry	 funding?	 The	 health	 campaigning	 organisation

Health	Action	International	(HAI)	looked	at	the	patient	groups	working	with	the
EMA,	the	European	drugs	regulator.36	Two	thirds	of	them	received	funding	from
the	pharmaceutical	industry,	with	the	average	donation	rising	from	€185,500	in
2006	 to	€321,230	 in	2008,	which	generally	 represented	about	half	 the	 running
costs	 for	 each	 organisation.	Most	worryingly,	 it	 also	 found	 that	many	of	 them
had	 failed	 to	 declare	 this	 income	 clearly.	 In	 2005	 the	 EMA	 introduced
‘transparency	guidelines’,	but	even	by	March	2010	only	three	patient	groups	had
reported	 income	 from	 as	 far	 back	 as	 2006	 online.	 Despite	 this	 failure,	 all	 the
organisations	 were	 invited	 back	 by	 the	 EMA	 to	 participate	 in	 stakeholder
meetings.*
Is	 there	any	evidence	 that	 this	 funding	changes	behaviour?	 I	 think	 so,	 and	 I

think	you	will	agree,	though	researching	this	has	not	been	a	priority	for	funders,
despite	the	influence	of	these	groups	on	practice.	As	one	example,	we	can	look
at	 the	 ongoing	 cat-and-mouse	 game	 between	 industry	 and	 regulators	 over
whether	companies	should	be	allowed	to	advertise,	or	give	information	directly
to	patients.	This	is	recognised	by	most	companies	as	an	effective	way	to	increase
use	of	 their	pills,	 so	 they	are	keen	 to	 see	 the	 laws	 liberalised.	Can	we	see	any
trace	of	this	agenda	in	the	patient	groups	funded	by	pharma?	Another	report	by
HAI,	from	2011,	looks	at	patient	groups	lobbying	the	European	Commission	and
their	 lobbying	 patterns.37	 All	 those	 that	 did	 not	 receive	 any	 funding	 from	 a
pharmaceutical	 company	 wanted	 to	 keep	 the	 current	 regulations,	 preventing
companies	from	promoting	their	drugs	to	patients.	Groups	receiving	money	from
drug	companies	were	significantly	more	likely	to	think	that	the	industry	should
have	a	larger	role	in	providing	information	about	drugs	to	patients.
This	is	a	worrying	finding	in	itself,	but	it	also	undermines	the	very	purpose	of

having	 independent	 patient	 charities	 involved	 on	 ‘multi-stakeholder’	 policy-
making	 forums:	 these	 already	 contain	 industry	 voices,	 formally	 representing
themselves;	the	patient	groups	are	supposed	to	represent	patients.
But	this	correlation	between	voting	patterns	and	industry	income	may	not	be

simple	 evidence	 of	 foul	 play.	 While	 there	 will	 obviously	 be	 episodes	 of	 bad
behaviour	 –	 people	 altering	 their	 views	 simply	 to	 attract	 industry	 money	 –	 I
think	 there’s	something	much	more	 interesting	happening	here.	Patient	groups’
interests	and	industry	interests	can	legitimately	overlap,	as	we’ve	seen.	So	there



is	 no	 need	 for	 people	 to	 explicitly	 change	 their	 views	 for	 the	 overall	 voice	 of
patient	 groups	 to	 be	 distorted:	 the	 industry	 can	 simply	 give	 funding,	 and
therefore	a	more	prominent	platform,	 to	people	who	spontaneously	express	 the
views	that	it	prefers.	In	this	way,	everyone	can	feel	OK	about	themselves,	while
still	participating	in	a	broader	system	that	produces	a	biased	and	distorted	picture
of	patient	opinions.	This	helps	to	explain	why	patient	charities	receiving	industry
funding	are	so	angry	and	baffled	if	you	suggest	that	their	output	is	biased;	even
though,	overall,	it’s	clear	that	their	sector’s	output	is	biased.
But	that	moral	sop	doesn’t	change	the	reality	we	see	on	a	regular	basis,	some

of	which	 is	 frankly	 ugly.	As	 an	 example,	 the	 Independent	 newspaper	 recently
examined	some	major	media	outcries	around	patient	groups	attacking	NICE,	and
married	 up	 the	 attacks	 with	 the	 funding.38	 When	 NICE	 advised	 against
expensive	 arthritis	 drugs,	 the	 Arthritis	 and	 Musculoskeletal	 Alliance	 (ArMA)
organised	 a	 letter	 criticising	 it	 in	 The	 Times,	 signed	 by	 ten	 rheumatology
professors.	Half	 of	 the	 charity’s	 income	 is	 from	drug	 companies,	 and	 it	 didn’t
raise	a	single	word	to	criticise	its	industry	funders	over	the	cost	of	these	drugs,
despite	this	being	a	major	policy	issue,	and	plainly	relevant	to	NICE’s	decision.
The	National	Rheumatoid	Arthritis	Society	(NRAS)	launched	an	appeal	against
the	same	decision,	standing	alongside	ArMA	and	three	drug	companies,	calling
it	 ‘another	 nail	 in	 the	 coffin’	 for	 its	 patients.	NRAS	 receives	 over	 £100,000	 a
year	 from	 the	 industry,	 and	 it	 didn’t	 criticise	 the	 industry	 over	 pricing	 policy
either.	The	National	Kidney	Federation	attacked	NICE	over	its	rejection	of	new,
hugely	 expensive,	 marginally	 beneficial	 treatments.39	 Its	 press	 release	 was
vicious,	 describing	 the	 decision	 as	 ‘barbaric’,	 ‘damaging’	 and	 ‘unacceptable’.
Half	of	 the	National	Kidney	Federation’s	 annual	£300,000	budget	 comes	 from
the	 pharmaceutical	 industry.	 Nowhere	 does	 the	 press	 release	 criticise	 the
company	 charging	 tens	 of	 thousands	 of	 pounds	 for	 each	 person	 receiving	 its
drug.
The	head	of	NICE,	Professor	Sir	Michael	Rawlins,	points	out	that	the	cost	of

manufacturing	these	drugs	is	often	a	tenth	of	the	price	for	which	they	are	sold,
that	we	pay	high	prices	in	part	for	marketing	(some	of	which	goes	directly	to	the
patient	groups),	and	that	when	we	spend	money	on	one	thing,	we	can’t	spend	it
on	 something	 else.40	 This	 last	 gritty	 reality,	which	would	 present	 itself	 in	 any
medical	 system	without	 infinite	money,	 is	not	often	welcomed	by	patients	 and
the	public.	Repeatedly,	we	come	back	to	the	same	circle:	we	pay	high	prices	for
drugs;	a	quarter	of	what	we	pay	goes	on	marketing;	our	money	is	then	spent	on
things	like	patient	groups;	who	in	turn	insist	that	we	should	pay	very	high	prices



for	 these	drugs,	undermining	 the	very	groups,	 like	NICE,	 that	 try	 to	determine
the	best	choices	for	patients	overall.

What	can	you	do?

1.	 Drug	 advertisements	 do	 not	 serve	 to	 inform	 the	 public,	 and	 should	 be
banned.	Their	expansion	into	Europe	should	be	resisted.

2.	 If	 drug	 companies	 really	 want	 to	 help	 inform	 patients	 about	 health,	 they
could	pay	 into	a	central,	 independent	 repository,	which	can	give	grants	 to
people	with	a	good	track	record	of	giving	evidence-based	information	to	the
public.

3.	 Patients,	 journalists	 and	 the	 public	 should	 be	wary	 of	 people	 selling	 new
diseases	if	they	are	also	selling	the	cure.

4.	 Any	 firm	 running	 a	 disease-awareness	 campaign	 should	 declare	 in	 its
advertisements	 that	 it	 is	 doing	 so	because	 it	 is	 developing	or	marketing	 a
product	to	treat	it.

5.	 All	educational	materials	should	bear	the	same	declaration.

Adverts	to	doctors
Addressing	doctors	directly	is	the	most	tangible	way	that	drug	companies	try	to
influence	prescribing	practice,	and	this	usually	happens	through	print	adverts,	in
academic	journals.	As	with	most	marketing	activity	in	medicine,	we	can	be	fairly
sure	that	if	the	companies	spend	money	on	it,	they	know	it	has	some	value.	The
published	academic	evidence	supports	that	view,	as	far	as	it	goes,	but	again,	this
has	not	been	a	funding	priority.41	So,	drugs	are	used	more	after	their	advertising
programmes	start,	and	less	when	they	stop.	Doctors	who	recognise	the	advert	for
a	drug	are	more	likely	to	prescribe	it.	Econometric	models	–	as	far	as	any	mortal
can	follow	them	through	–	suggest	 that	marketing	has	more	influence	on	drug-
usage	patterns	than	the	publication	of	new	evidence,	and	so	on.42
As	you	might	 imagine,	drug	adverts	are	 supposed	 to	be	 regulated	 for	 things

like	truthfulness	and	accuracy,	but	there	are	good	reasons	to	worry	that	this	is	not
done	 well.	 In	 the	 UK,	 the	 Prescription	Medicines	 Code	 of	 Practice	 Authority
administers	the	Association	of	the	British	Pharmaceutical	Industry’s	code	of	self-
regulation.	To	find	out	more	about	 the	general	 tone	of	adverts,	a	Health	Select
Committee	 looking	at	 the	 influence	of	 the	pharmaceutical	 industry	 in	2005	got
the	 Institute	 of	 Social	 Marketing	 to	 examine	 a	 sample,	 and	 it	 found	 that	 the
goalposts	were	mobile.	While	ads	 for	drugs	are	supposed	 to	contain	 ‘objective



and	 unambiguous’	 information,	 in	 reality	 they	 associated	 them	with	 attributes
you’d	 associate	 with	 any	 other	 product:	 ‘energetic’,	 ‘passionate’,	 ‘desirable’,
‘sexy’,	 ‘romantic’,	 ‘intimate’	 and	 ‘relaxed’.	 The	 PMCPA	 clarified	 that
‘emotional	messages’	were	OK,	if	the	material	was	‘factual	[and]	balanced’.
But	 this	 is	 a	 side	 issue:	 what	 we	 care	 about	most	 is	 whether	 adverts	make

assertions	 that	 are	 factually	 correct,	 and	 supported	 by	 good-quality	 evidence.
That’s	 a	 simple	 thing	 to	 assess:	 you	 just	 gather	 together	 the	 claims	 from	 a
representative	sample	of	adverts,	then	check	them	against	the	available	evidence,
and	 one	 good	 example	 of	 this	 kind	 of	 study	 was	 published	 in	 2010.43	 Some
researchers	 from	Holland	went	 through	 all	 the	 biggest	medical	 journals	 in	 the
world	–	the	JAMA,	the	Lancet,	the	New	England	Journal	of	Medicine,	and	so	on
–	between	2003	and	2005.	Every	advert	that	appeared	in	that	time	was	included,
once	each,	if	it	made	a	claim	about	the	effect	of	a	drug.	Then	they	checked	the
references	 for	 all	 the	 claims	 in	 the	 ads,	 found	 the	 trials	 they	 referred	 to,	 and
passed	them	to	an	easily	exploited	workforce	of	assessors	(250	medical	students
who’d	just	finished	their	evidence-based-medicine	training).
Each	 student	 independently	 checked	 the	 methods	 of	 two	 trials,	 and	 the

associated	advert,	using	objective	criteria,	like	a	well-established	scoring	system
for	assessing	the	quality	of	trials.	Medical	students	are	cheap,	but	they	might	not
be	reliable	raters,	so	each	trial	was	scored	by	between	two	and	six	students,	and
if	 there	was	a	discrepancy	 in	 scores,	 the	 trial	was	 reviewed	by	a	panel	of	 four
academics.	The	results	were	abysmal.	Only	half	of	the	claims	in	the	adverts	were
supported	by	the	trials	the	adverts	themselves	referenced	as	evidence;	only	half
of	the	trials	got	a	score	of	‘high-quality’;	and	less	than	half	of	the	adverts	–	in	the
leading	 medical	 journals	 in	 the	 world	 –	 referenced	 a	 high-quality	 trial	 which
supported	their	claim.
This	 is	 just	 one	 study,	 but	 it’s	 fully	 representative	 of	 what	 has	 been	 found

before.	 Another	 study	 from	 the	Lancet	 in	 2003	 looked	 at	 all	 the	 claims	 from
cardiac	medication	adverts	in	six	Spanish	medical	journals:	of	the	102	references
the	 researchers	 could	 trace,	 44	 per	 cent	 simply	 didn’t	 support	 the	 promotional
statement.44	Another	from	2008	on	psychiatric	drug	ads	found	similar	results.45

The	story	is	the	same	for	rheumatology	drugs.46	Am	I	cherry-picking?	The	best
current	systematic	review	is	free	to	read,	well	worth	the	time,	and	found	twenty-
four	 similar	 studies.47	Overall,	 it	 found	 that	 only	 67	 per	 cent	 of	 the	 claims	 in
adverts	are	supported	by	a	systematic	review,	a	meta-analysis	or	a	randomised-
control	trial.
Despite	 this	 overwhelming	 evidence,	 the	 British	 Department	 of	 Health	 has



rejected	calls	 for	drug	companies	 to	be	 forced	 to	publish	corrective	 statements
when	 they’ve	 been	 found	 to	 have	made	 incorrect	 claims	 in	 their	 adverts.48	 So
doctors	will	never	know	when	they	have	been	misled.
As	far	back	as	1995,	around	half	of	all	medical	journal	editors	responding	to	a

survey	 agreed	 that	 they	 should	 check	 the	 content	 of	 the	 ads	 they	 accepted	 for
accuracy,	and	even	submit	 them	for	peer	 review.49	 In	 reality,	 this	almost	never
happens.50	 If	 the	 factual	 claims	 in	 these	 adverts	 aren’t	 reliably	 backed	 up	 by
evidence,	 then	 you	 already	 know	 all	 you	 need	 to	 know	 about	 whether	 the
regulations	governing	these	claims	work:	around	the	world,	they	don’t.

‘Drug	reps’
Drug	reps	are	the	people	who	visit	doctors	in	their	offices,	and	try	to	convince
them	in	person	 that	 their	company’s	drugs	are	 the	best.	These	people	are	often
young	and	attractive;	 they	also	bear	gifts,	 and	 the	promise	of	a	 long,	mutually
beneficial	 relationship	with	a	drug	company.	 It’s	hard	 to	know	how	well	 these
interactions	are	policed:	as	with	all	relationships,	they	are	built	incrementally,	on
mutual	trust,	so	the	most	egregious	behaviour	will	happen	between	friends.	Here,
because	this	world	is	harder	to	penetrate,	I’ve	stepped	away	from	the	drier	world
of	 evidence,	 and	 spoken	 to	 some	 drug	 reps	 in	 confidence:	 if	 you’re	 feeling
melodramatic,	we	could	call	 them	whistleblowers,	though	I	don’t	think	they’ve
said	anything	to	me	that	you	wouldn’t	hear	from	them	in	a	pub.51
First,	though,	before	we	look	at	how	they	operate,	there	is	already	a	wealth	of

published	evidence	on	their	activities.	This	is	a	huge	business:	the	overwhelming
majority	of	the	industry’s	promotional	budget	goes	on	influencing	doctors,	rather
than	patients,	and	about	half	of	that	gets	spent	on	drug	reps.	They	are	not	cheap,
and	though	their	numbers	fluctuate,	they	have	doubled	in	the	past	two	decades,52

with	one	rep	for	every	three	to	six	doctors,	depending	on	how	you	measure	it.53
A	 systematic	 review	 found	 that	 the	majority	 of	medical	 students	 have	 contact
with	drug	reps	before	they	even	qualify.54	Because	the	industry	spends	so	much
money	on	drug	reps,	you	can	be	sure	they	influence	prescribing.
Doctors	repeatedly	assert,	in	both	qualitative	and	quantitative	research	–	not	to

mention	when	you	chat	with	 them	socially	–	 that	drug	reps	have	no	 impact	on
their	 prescribing	 (many	 claim	 that	 they	 improve	 it).55	 Cheeringly,	 they	 also
report	that	their	own	behaviour	won’t	be	changed	by	interactions	with	drug	reps,
but	that	other	doctors’	behaviour	probably	will	be.56	And	the	more	drug	reps	you
meet,	 the	more	 likely	 you	 are	 to	 think	 they’re	 not	 having	 an	 effect	 on	 you	 at



all.57
This	is	naïve	arrogance.	From	the	most	current	systematic	review,	there	have

been	twenty-nine	studies	looking	at	the	impact	of	drug	rep	visits.58	Seventeen	of
those	twenty-nine	studies	found	that	doctors	who	see	drug	reps	are	more	likely
to	 prescribe	 the	 promoted	 drug	 (six	 had	 mixed	 results,	 the	 rest	 show	 no
difference,	and	none	show	a	drop	in	prescribing).	Doctors	who	see	drug	reps	also
tend	to	have	higher	prescribing	costs,	and	are	less	likely	to	follow	best-practice
prescribing	guidelines.
To	give	 a	 flavour	of	 this	 research,	 one	 classic	 study	 took	 forty	doctors	who

had	requested	that	a	drug	should	be	added	to	their	hospital	formulary	–	the	list	of
locally	approved	drugs	–	in	the	preceding	two	years.59	Eighty	doctors	from	the
same	 places	 who	 hadn’t	 applied	 to	 put	 a	 drug	 onto	 the	 formulary	 were	 then
randomly	selected,	and	 the	contact	 these	 two	groups	had	had	with	 the	 industry
was	compared.	The	doctors	asking	 for	new	drugs	 to	be	made	 locally	available
were	thirteen	times	more	likely	to	have	met	drug	reps,	and	nineteen	times	more
likely	to	have	directly	accepted	money	from	drug	companies.
These	visits	–	repeatedly	shown	to	distort	prescribing	practice	–	take	place	on

time	that	patients	have	paid	for,	and	generally	without	the	blessing	of	the	people
commissioning	 local	 services,	 who	 know	 that	 such	 activities	 increase	 costs,
through	 foolish	 prescribing.	 They’re	 also	 spreading:	 since	 the	 new	 ‘nurse
practitioners’	are	now	able	 to	prescribe	drugs	 in	many	places	 (a	development	 I
welcome,	although	it	annoys	many	doctors),	 they	too	have	become	a	target	for
promotional	activity.	The	most	 recent	US	study	 in	 this	new	area	 found	 that	96
per	 cent	 of	 nurse	 prescribers	 reported	 regular	 contact	 with	 drug	 reps,	 and	 the
overwhelming	majority	thought	such	contact	was	‘helpful’.60
Individual	 visits	 aren’t	 the	 only	 way	 drug	 reps	 can	 get	 time	 to	 persuade

doctors.	One	of	the	most	prevalent	exposures	–	and	one	of	the	hardest	to	avoid	–
is	 at	 meetings.	 ‘Grand	 Round’,	 for	 example,	 is	 a	 tradition	 in	 most	 hospitals,
where	one	medical	team	presents	a	complex	or	interesting	patient	for	discussion
in	front	of	the	rest	of	the	hospital.	This	is	a	big	deal	–	especially	for	the	quaking
junior	doctor	who	presents	the	basic	history	of	the	patient	being	discussed	–	and
it’s	attended	by	everyone,	from	medical	students	to	professors,	as	an	educational
event.	 Grand	 Round	 generally	 happens	 at	 lunchtime,	 with	 sandwiches	 by	 the
door,	and	is	sponsored	by	a	drug	company:	it	either	presents	for	a	minute	or	two
at	 the	 beginning	 from	 the	 stage,	 or	 runs	 a	 stall,	 with	 reps	 on	 hand	 to	 engage
doctors	in	discussion.
I	 wouldn’t	 say	 that	 working	 hospital	 doctors	 are	 either	 particularly	 rich	 or



particularly	 poor,	 compared	 to	 other	 graduates	 with	 similar	 abilities	 and
qualifications.	The	UK	scales	are	all	publicly	accessible:	junior	doctors	are	paid
between	£25,000	and	£40,000	per	annum	for	the	first	five	or	ten	years,	and	then
consultants	 go	 on	 to	 around	 £70,000.	 It’s	 a	 gritty	 world,	 without	 the	 kind	 of
glossy	corporate	perks	you	might	see	in	the	City;	but	then,	it’s	a	different	kind	of
world.	However	you	cut	it,	doctors	can	afford	either	to	buy	or	to	make	their	own
sandwiches,	 and	don’t	 need	 these	paid	 commercial	 advert	 breaks	 embedded	 in
normal	 hospital	 work.	 In	 the	 many	 surveys	 that	 have	 been	 published,	 junior
doctors	attend	between	1.5	and	eight	industry-sponsored	lunches	or	rounds	each
month.61
The	problem	isn’t	just	that	this	kind	of	sponsorship	looks	bad.	Junior	doctors

are	 more	 likely	 to	 choose	 a	 sponsor’s	 drug,	 even	 if	 it	 is	 inappropriate,	 after
seeing	a	drug	rep	present	on	it	at	a	Grand	Round	meeting.62	These	 interactions
generally	start	at	medical	school,	and	doctors	can	be	very	naïve	about	the	interest
being	 shown	 in	 their	 career	 and	 their	 well-being.63	 To	 really	 understand	 the
human	 impact	drug	 reps	have	 in	 the	workplace,	we	have	 to	veer	–	against	my
better	judgement	–	into	personal	stories.
When	I	was	doing	a	 junior	 job	 in	 the	middle	of	nowhere,	 I	went	 for	a	 team

meal	 that	 was	 paid	 for	 by	 a	 drug	 rep.	 The	 evidence,	 going	 back	many	 years,
shows	that	people	who	go	on	drug-company	dinners	are	more	likely	to	prescribe
that	company’s	drugs.64	But	every	other	junior	doctor	was	going,	and	since	we
all	 lived	 in	 hospital	 accommodation,	 if	 I	 hadn’t	 gone	 I’d	 have	 been	 sat	 in	 an
undecorated	institutional	bedroom	on	my	own	with	nobody	to	talk	to.	This	is	not
a	sob	story,	but	rather	a	description	of	how	objections	are	eroded.	At	the	end	of
the	meal,	 the	 friendly	 rep	 asked	where	 everyone	was	 going	 next,	 because	we
were	 all	 soon	moving	on	 to	 our	 new	 training	 jobs.	Applying	 for	 these	was	 all
we’d	thought	about	for	weeks,	and	everyone	was	bubbling	with	information.
It	was	only	years	later,	talking	to	other	drug	reps,	that	I	realised	this	wasn’t	a

friendly	chat:	she	wanted	to	know	where	we	were	going	next	so	she	could	pass
on	her	notes	about	us	to	the	rep	covering	our	new	area.	You	might	think	we	were
naïve,	but	in	the	many	years	I’ve	been	lecturing	students	and	doctors	on	how	to
deal	 with	 industry	 marketing,	 every	 single	 time,	 the	 doctors	 in	 the	 room	 are
surprised	 by	 this	 creepy	 realisation:	 the	 drug	 reps	 who	 you	 thought	 were
impressed	by	your	new	job	are	actually	keeping	notes	on	what	you	think	and	say.
It	 goes	much	 further.	Once	you	 start	 chatting	 to	 reps,	 you	 rapidly	 learn	 that

they	 break	 doctors	 down	 into	 types,	 and	 these	 have	 even	 been	 documented	 in
academic	papers.65	If	they	think	you’re	a	crack,	evidence-based	medicine	geek,



they’ll	 only	 come	 to	 you	 when	 they	 have	 a	 strong	 case,	 and	 won’t	 bother
promoting	 their	 weaker	 drugs	 at	 you.	 As	 a	 result,	 in	 the	 minds	 of	 bookish,
sceptical	 evidence	 geeks,	 that	 rep	will	 be	 remembered	 as	 a	 faithful	witness	 to
strong	 evidence;	 so	 when	 their	 friends	 ask	 about	 something	 the	 rep	 has	 said,
they’re	more	likely	to	reply,	‘Well,	to	be	fair,	the	reps	from	that	company	have
always	seemed	pretty	sound	whenever	 they’ve	brought	new	evidence	 to	me…’
If,	on	the	other	hand,	they	think	you’re	a	soft	touch,	then	this	too	will	be	noted.
One	 classic	 paper	 written	 by	 a	 drug	 rep	 in	 collaboration	 with	 an	 academic

describes	these	techniques	in	detail,	and	if	you’re	a	doctor,	I	highly	recommend
reading	it,	because	you	might	see	your	own	discussions	reflected	back	to	you	in
an	unexpected	light.66	They	go	through	various	situations,	and	the	 training	and
methods	used:	how	to	manage	the	acquiescent	doc	who	says	yes	to	everything,
just	to	get	you	out	of	the	room?	How	to	set	boundaries	on	the	mercenary	doctor
who	 wants	 more	 expensive	 dinners	 at	 restaurants	 like	 Nobu?	What	 about	 the
lonely	GP	who	wants	 a	 friend?	 This	 kind	 of	 social	 strategic	 information	may
well	appear	in	the	notes	your	local	drug	rep	keeps	on	you.	In	fact,	since	we	have
a	 Data	 Protection	 Act	 that	 gives	 you	 the	 right	 to	 this	 information,	 using	 a
‘Subject	Access	Request’,	some	mischievous	fun	could	be	had	by	any	informal
group	of	doctors	who	gathered	and	then	published	this	information.
For	myself,	 I	stopped	seeing	drug	reps	about	 two	years	after	qualifying.	But

that	 doesn’t	 stop	 me	 running	 into	 them.	 I	 can’t	 block	 my	 ears	 when	 they’re
presenting	at	the	beginning	of	a	meeting	in	the	place	where	I	work,	and	often,	in
an	outpatients	department	corridor,	 in	a	part	of	a	building	where	only	staff	are
supposed	 to	be,	 you	will	 find	one	waiting	 for	you.	Generally	 they’re	 let	 in	by
admin	staff,	often	by	temps.	Sometimes	the	person	who	let	 them	in	has	a	fresh
bunch	of	flowers	on	their	desk	when	you	go	downstairs	to	ask	–	in	your	nicest
voice,	treading	on	eggshells	–	why	an	intruder	who	has	nothing	at	all	to	do	with
patient	 care	 has	 been	 let	 through	 to	 stand	 in	 a	 corridor	 surrounded	 by
confidential	patient	notes.
To	 NHS	 admin	 staff,	 in	 the	 cosmetic	 shambles	 of	 the	 public	 sector,	 a

competent-looking	person	in	a	smart	suit	has	the	air	of	someone	who	is	supposed
to	be	allowed	 into	doctors’	offices.	 In	 fact,	more	 than	many	people	around	 the
NHS,	reps	look	as	if	they	come	from	a	real	workplace.	They’re	charming,	well-
presented,	engaged,	attentive;	 they	remember	details	about	your	children	(from
their	 notes),	 and	 they’ve	got	 expensive	biscuits	 and	 free	memory	 sticks.	Good
sales	people	are	good	schmoozers,	and	I	have	watched	them	work	their	magic.
But	they	can	also	be	insidiously	divisive.	Drug	reps	will	bring	food	and	treats



for	a	whole	 team,	but	 the	people	 they	want	 to	 influence	are	 the	key	doctors.	 If
those	don’t	go	on	a	team	outing,	the	drug	rep	won’t	pay	next	time.	I’ve	watched
a	 new	 consultant	 create	 resentment	 and	 dislike	 in	 his	 first	 week	 at	 a	 new
community	 outpatients	 clinic	 by	 saying	 he	 doesn’t	 want	 free	 drug-company
treats	at	the	weekly	lunchtime	team	meeting.	As	you	can	probably	imagine,	the
changeover	 after	 the	 departure	 of	 a	 longstanding	 consultant	 is	 a	 fragile	 and
anxious	time,	when	a	service	might	be	in	transition	between	two	very	different
approaches.	Resentment	over	free	food	from	people	advertising	products	is	just
another	new	pressure	to	introduce.
So,	what	 do	drug	 reps	do?	Firstly,	 their	 presentations	 are	 as	partisan	 as	 you

might	expect.	This	 isn’t	an	area	where	quantitative	research	 is	well-funded	–	a
recurring	theme,	in	this	part	of	the	book,	you’ll	notice	–	but	in	general	they	will
hand	 out	 copies	 (‘reprints’)	 of	 academic	 papers	 describing	 trials	 that	 support
their	 drug,	 for	 example,	 though	 they	 won’t	 hand	 out	 reprints	 of	 those	 which
show	 it	 in	 a	 bad	 light,	 for	 obvious	 reasons.	 This	 plants	 erroneous,	 distorted
pictures	 of	 the	 research	 literature	 in	 doctors’	memories,	 and	 if	 you’re	 like	me,
you	often	can’t	remember	where	you	learnt	something,	or	how	you	know	it:	you
just	know	it.
They’ll	also	have	lines	ready	to	respond	to	objections	from	doctors.	One	rep

told	me	 he	 never	 saw	 a	 doctor	 pull	 out	 an	 academic	 paper	 in	 objection	 to	 his
claims,	unless	it	had	been	handed	out	by	a	competing	company’s	rep.	Once	reps
know	what	objections	and	what	papers	are	being	rolled	out	by	the	competition,
they	 can	 discuss	 them	 with	 the	 marketing	 department,	 and	 develop	 rebuttals,
ready	to	go,	elsewhere	on	their	patch.	If	 the	issue	comes	up	more	than	once,	 it
can	 be	 passed	 up	 the	 chain,	 and	 all	 reps	 on	 that	 drug	 are	 trained	 in	 how	 to
combat	these	new	objections	to	prescribing	their	drug	that	are	regularly	coming
from	doctors,	primed	by	the	competition.
Since	most	 drug	 reps	 cover	 a	 number	 of	 doctors,	 and	 aim	 to	 see	 each	 one

every	three	months	or	so,	this	level	of	monitoring	and	refutation	is	fairly	easy	to
arrange.	They	also	have	flash-cards	or	iPad	shows,	with	the	company	branding,
key	words	about	their	drug,	and	misleading	graphs.	Sometimes	these	graphs	will
play	the	same	games	that	newspapers	and	political	pamphlets	do:	a	vertical	axis
that	 doesn’t	 start	 at	 zero,	 for	 example,	 exaggerating	 a	 modest	 difference.	 But
sometimes	 they	will	be	smarter:	a	graph	that	shows	a	huge	difference	on	a	bar
chart	between	people	having	the	rep’s	drug,	for	example,	and	people	on	another
treatment,	 but	where	 the	 ‘other	 treatment’,	 on	 close	 examination,	 is	 something
rubbish.



They	also	hand	out	gifts,	 though	 the	 regulations	on	 this	 are	 always	 shifting,
and	vary	from	country	to	country.	Since	May	2011,	in	the	UK,	under	a	change	in
the	 ABPI	 code,	 promotional	 pens,	 mugs	 and	 trinkets	 have	 been	 voluntarily
banned.	As	these	regulations	haven’t	been	heavily	resisted,	my	hunch	is	that	the
gifts	don’t	achieve	much,	and	they	also	have	the	disadvantage	of	being	obviously
seedy:	a	doctor	can	end	up	with	an	office	covered	in	drug-company	logos	–	on
biros,	calendars,	memory	sticks	–	and	that’s	not	a	good	look.
In	any	case,	from	my	own	experience,	any	regulations	are	applied	elastically:

a	couple	of	years	back,	when	gifts	were	supposed	to	have	a	value	of	less	than	£6,
and	to	have	some	medical	use,	 the	 justifications	were	often	 tenuous	(‘A	doctor
might	need	some	tea	from	a	nice	posh	flask	on	a	home	visit’).	And	I	still	don’t
understand	 how	 the	 laptops	 I’ve	 seen	 handed	 out	 for	 ‘working	 on	 a	 project
together’,	to	doctors	I	know	who	will	read	this	book	(I	chose	not	to	name	you),
fell	within	the	£6	rule.
The	question	of	why	these	gifts	work	is	an	interesting	one,	since	their	value	is

often	 fairly	 modest,	 once	 we	 set	 extreme	 cases	 of	 overt	 bribery	 aside.	 Social
scientists	writing	on	 the	 culture	of	drug	 reps	 suggest	 that	by	giving	gifts,	 they
become	 part	 of	 the	 social	 landscape;	 and	 also	 that	 doctors	 develop	 an
unconscious	 sense	 of	 obligation,	 a	 debt	 to	 be	 repaid,	 especially	when	 stronger
relationships	 are	 built	 through	 social	 events.67	 In	 some	 respects	 these	 are
obvious	observations	that	apply	to	sales	techniques	in	many	fields:	how	easy	is	it
to	boot	someone	out	and	disregard	their	opinion	when	you’ve	laughed	together
drunkenly	over	dinner?	But	in	any	case,	as	with	most	anaesthetic	drugs,	we	don’t
know	how	they	work,	but	we	know	that	they	do	work.
Even	where	the	gifts	are	regulated,	there	is	still	hospitality;	and	it’s	clear	that

meals,	 travel	 and	 accommodation	 will	 continue	 to	 be	 available	 as	 before.	 A
quick	 browse	 through	 the	 PMCPA	 website	 shows	 that	 the	 self-regulation
guidelines	on	sensible	limits	are	regularly	broken.	There’s	the	odd	visit	to	a	strip
club,	business-class	flights	around	the	world,	golf	hotels	and	so	on.68	One	recent
case	 concerns	 an	 unwise	 conference	 feedback	 document	 from	 Cephalon,
describing	 how	 the	 company	 paid	 for	 doctors	 to	 go	 to	 an	 educational	medical
conference	 in	 Lisbon.	 Alongside	 the	 £50-a-head	meals	 and	 early-morning	 bar
bills	 for	 spirits	 and	 cocktails	 are	 comments	 from	 doctors	 like:	 ‘dinner	 was
fantastic’,	‘great	night	again’,	‘we	then	went	to	a	few	bars	and	to	a	club	until	3
a.m.…good	photos	to	prove	it!!!’69	 ‘All	 the	customers	were	really	 looked	after
and	 spoke	 positively	 about	 Effentora	 –	 let’s	 make	 sure	 they	 start	 Rxing
[prescribing]	now!’



The	cases	which	reach	the	public	domain	are	only	the	tip	of	the	iceberg,	since
there	 is	 little	 or	 no	 investigative	work,	 so	 their	 exposure	 relies	 on	 competitors
discovering	and	reporting	a	transgression,	or	doctors	who	are	personally	engaged
in	 unethical	 behaviour	 reporting	 themselves	 to	 the	 authorities,	 which	 doesn’t
happen	often.	Trips	like	the	one	described	in	the	previous	paragraph	are	used	to
influence	 the	 prescribing	 behaviour	 of	 doctors	 seeing	 patients	 like	 you,	 and
spending	NHS	money:	some	with	the	booze,	and	some	without,	but	in	any	case,
the	evidence	shows	that	they	are	effective	at	changing	behaviour.
One	 classic	 study	 followed	 a	 group	 of	 doctors	 before	 and	 after	 an	 all-

expenses-paid	trip	to	a	symposium	in	‘a	popular	sunbelt	vacation	site’.70	Before
they	left,	as	you’d	expect,	 the	majority	said	they	didn’t	 think	this	kind	of	thing
would	change	their	prescribing	behaviour.	After	they	got	back,	their	prescription
of	 the	 company’s	 products	 increased	 threefold.	 In	 fact,	 this	 behaviour	 has
become	so	widespread	 that	 the	Serious	Fraud	Office	announced	 in	2011	 that	 it
would	 be	 using	 new	 powers	 from	 the	 Bribery	 Act	 2010	 specifically	 to
investigate	corporate	entertainment	for	NHS	doctors,	nurses	and	managers	which
goes	 beyond	 ‘sensible	 proportionate	 promotional	 expenditure’.	When	 it’s	 even
imaginable	 that	 doctors,	 nurses	 and	 NHS	 managers	 should	 be	 specifically
targeted	 for	 fraud	 and	 bribery	 investigations,	 over	 their	 hospitality	 and	 other
contacts	with	drug	reps,	you	know	there’s	a	problem.
Finally,	 alongside	 the	 gifts,	 the	 travel	 and	 the	 hospitality,	 drug	 reps	 are	 the

conduit	 through	which	 other	 benefits	 flow.	 They	 are	 the	 eyes	 and	 ears	 of	 the
company	on	the	ground,	gathering	information	about	local	‘key	opinion	leaders’,
senior	or	 charismatic	doctors	who	 influence	 their	 colleagues.	These	people	are
identified	for	special	attention,	but	also	–	 if	 they	already	 like	your	drug	–	 they
are	taken	up,	given	extra	staff,	and	put	 to	good	use	in	ways	that	I	shall	shortly
discuss.
There	 is	 one	 final	 twist	 of	 data	 in	 our	 story.	 People	 working	 in	 drug	 sales

teams	are	frequently	paid	by	results.	How	can	they	know	what	drugs	a	doctor	is
prescribing,	when	 that	 information	 is	only	 in	patients’	and	doctors’	 records?	 In
the	 US,	 data	 on	 individual	 patients’	 prescriptions	 are	 sold	 freely,	 and	 have
become	one	of	the	most	lucrative	health-information	markets	around.	Although
it	 might	 come	 as	 a	 surprise	 to	 patients,	 American	 pharmacies	 sell	 their
prescribing	 records	 to	 companies	 like	Verispan,	Wolters-Kluwer	 (an	 academic
publisher)	 and	 IMS	 Health:71	 that	 last	 company	 alone	 holds	 the	 data	 on	 two
thirds	of	all	prescriptions	ever	filed	at	community	pharmacies.
Patient	 names	 are	 removed	 (though	 if	 you’re	 the	 only	 person	 in	 your	 town



with	 multiple	 sclerosis,	 everyone	 can	 see	 what	 you’re	 taking),	 but	 more
importantly	 for	 drug	 reps,	 the	 doctors	 involved	 are	 identifiable.	 Using	 this
information,	a	company	can	see	exactly	what	drugs	people	are	prescribing,	hone
its	sales	pitch,	and	get	proof	of	whether	doctors	have	kept	the	promises	that	they
made	to	drug	reps.
These	 promises	 are	 very	 important	 in	 the	 world	 of	 drug	 reps:	 they	 will	 sit

down,	explain	the	benefits	of	their	pill,	and	try	to	get	the	doctor	to	commit	to	a
concrete	 plan,	 for	 example	 to	 start	 the	 next	 five	 patients	 he	 or	 she	 sees	 with
diagnosis	 X	 on	 the	 new	 drug.	 With	 a	 little	 peer	 pressure	 and	 a	 persuasive
argument,	a	commitment	might	be	made,	and	this	can	then	be	monitored	using
IMS	data.	As	a	result,	favours	to	a	doctor	can	be	adjusted,	and	tailored	pressure
can	be	planned	before	the	next	visit.	For	the	easily	persuaded,	the	rep	might	ask:
‘Why	are	you	prescribing	 that	 cheaper	drug,	doctor,	when	ours	has	 fewer	 side
effects?	 Look	 at	 this	 graph,	 comparing	 the	 two,	 which	 proves	 it.’	 For	 the
‘spreader’,	 in	 drug	 rep	 parlance,	 the	 rep	might	 ask:	 ‘Why	 are	 you	 prescribing
such	a	random	mix	of	antidepressants	from	the	same	drug	class?’
Since	 the	 prescription	 data	 also	 includes	 doctors’	 medical	 registration

numbers,	it	can	be	married	up	with	demographic	and	career	information	on	them
from	 other	 databases.	 So	 drug	 companies	 can	 browse	 through	 a	 region’s
statistics,	 looking	for	young	starters	or	 influential	seniors.	One	company	called
Medical	 Marketing	 Service	 will	 ‘enhance’	 the	 prescriptions	 data	 with
‘behavioural	 and	 psychogeographic	 selections	 that	 help	 you	 better	 target	 your
perfect	prospects’.
Inevitably,	 this	 has	 become	 another	 area	 of	 cat	 and	 mouse.	 The	 American

Medical	 Association	 has	 tried	 to	 implement	 a	 Physician	 Data	 Restriction
Program,	 whereby	 individual	 doctors	 who	 dislike	 this	 kind	 of	 spying	 can	 opt
out,72	and	individual	states	occasionally	try	to	restrict	 the	sale	of	this	data.	But
these	 restrictions	 result	 in	 lobbying,	 vast	 lawsuits,	 and	 the	 usual	 appeals.
Vermont,	 for	 example,	 banned	 the	 sale	 of	 prescription	 data	 in	 2007;	 the	 issue
went	 to	 the	 Appeals	 Court,	 and	 then	 the	 US	 Supreme	 Court,	 whose	 judges
finally	overturned	the	decision,	after	great	legal	expense.73
What	about	the	UK?	The	day	may	yet	come	when	your	prescription	record	is

sold	 to	any	casual	purchaser,	but	 for	 the	moment,	drug	reps	have	 told	me	 they
rely	on	more	human	systems.	Sometimes	they	ask	the	doctor	if	they	can	see	their
prescribing	records	–	plenty	say	yes	–	but	otherwise	they	go	to	the	source:	‘The
main	way	was	going	to	the	nearby	chemists	and	asking	them.	Chemists	will	see
you,	and	let	you	see	the	computer	screen	for	a	doctor’s	prescriptions,	so	you’re



able	to	see	exactly	how	many	prescriptions	they’re	writing.’	Which	is	nice.	‘And
patient	names,	of	course.’

What	can	you	do?
1.	Don’t	see	drug	reps!	 If	you’re	a	doctor,	or	a	prescribing	nurse,	or	a	medical
student,	don’t	 see	drug	 reps.	The	evidence	shows	 that	 they	will	 influence	your
practice,	and	that	you	are	wrong	to	believe	that	they	won’t.

2.	Ban	drug	reps	from	your	clinic	or	hospital.	Drug	reps	increase	costs	and	work
against	evidence-based	medicine.	All	staff,	whether	medical	or	non-medical,	can
legitimately	 raise	 concerns	 about	 this	 in	 their	 workplace,	 and	 patient
representatives	 can	 too.	 Hospital	 managers	 could	 consult	 on	 banning	 them
(though	many	are	on	the	gravy	train	too).	Individual	consultants	may	have	more
influence.	 In	 a	 smaller	 clinic	 setting,	 you	 could	 address	 the	 objections	 from
colleagues,	 and	 explain	why	drug	 reps	worry	 you.	 If	 reps	 can	 only	 be	 banned
from	 some	meetings,	 for	 local	 political	 reasons,	 then	make	 good	 use	 of	 those
meetings.	 You	 could	make	 a	 poster	 display	 explaining	 why	 it	 is	 better	 not	 to
have	drug	reps,	and	how	commercial	pressures	distort	evidence-based	medicine.
The	six-foot-high	pull-up	displays	that	drug	reps	use	to	advertise	their	products
and	provide	information	are	called	‘banner	stands’:	these	can	be	ordered	online,
with	whatever	poster	you	choose	to	design,	setting	out	the	evidence	on	how	drug
reps	harm	medical	practice,	for	as	little	as	£50.	If	you	make	a	good	‘no	drug	rep’
banner	stand,	send	it	to	me,	so	I	can	share	it.

3.	 Encourage	 people	 to	 declare	 all	 gifts	 and	 hospitality	 to	 their	 patients.	 If
doctors,	nurses	and	managers	won’t	stop	accepting	these	benefits	and	visits,	then
ask	them	to	publicly	declare	what	they’ve	taken,	online	and	in	waiting	rooms,	in
a	 place	 that’s	 easily	 visible	 to	 patients	 and	 the	 public.	 Since	 they	 believe	 that
these	gifts	and	visits	have	no	impact	on	their	prescribing	behaviour,	they	should
be	happy	for	the	information	to	be	shared	with	the	NHS	patients	who	pay	their
salaries.

4.	Ban	drug	reps	from	your	medical	school.	If	you’re	a	medical	student,	and	you
believe,	as	I	think	I’ve	shown,	that	drug	reps	are	harmful,	you	could	move	to	ban
them	from	educational	activities.	If	this	proves	difficult,	you	could	audit	industry
promotional	 activity,	 and	 report	 back	 on	 it	 publicly,	 to	 shame	your	 institution.
This	 is	 important,	 as	 guidelines	 are	 often	 very	 different	 from	 reality.	 In	 one
medical	 school	 where	 I	 have	 taught,	 drug	 reps	 have	 been	 banned	 from	 the



hospital	by	the	lead	clinical	pharmacologist,	but	the	students	say	this	is	ignored
by	 individual	 consultants.	 Collaborating	 between	 universities,	 you	 could	 also
help	 produce	 data	 showing	 which	 medical	 schools	 are	 the	 worst	 for	 industry
influence.	Remember,	the	industry	spends	around	a	quarter	of	its	revenue	trying
to	 influence	 doctors,	 and	 half	 of	 that	 on	 drug	 reps.	 This	 is	 a	 vast	 spend,
amounting	to	billions	of	pounds,	that	you	can	influence.

5.	Report	breaches	of	the	drug	rep	behaviour	code	to	the	PMCPA.	By	reporting
what	you	see	and	hear,	you	can	help	to	make	self-regulation	a	little	less	farcical.

6.	Train	medical	students	and	doctors	about	 the	dangerous	influence	drug	reps
can	have	on	medical	practice.	To	my	mind,	this	is	not	a	political	act,	but	rather	a
legitimate	part	of	training	in	evidence-based	medicine.	Doctors	will	be	subjected
to	marketing	activity	throughout	their	whole	working	lives,	for	four	decades	of
practising	medicine	after	they	leave	medical	school,	and	the	majority	report	that
they	 were	 not	 adequately	 trained	 to	 deal	 with	 this	 marketing	 activity.74	 The
references	throughout	this	book	will	help	you,	and	I’d	be	delighted	if	you	were
able	to	use	this	book	as	a	starting	point:	if	you	produce	good	teaching	materials,
then	do	please	share	them.

7.	Regulations	should	change	to	prevent	pharmacists	sharing	confidential	doctor
and	patient	information	with	drug	reps.	This	is	obvious,	and	it	should	be	policed.
You	 could	 ask	 your	 local	 pharmacist	 and	 your	 doctor	 if	 they	 share	 your
confidential	prescription	data	with	local	drug	reps,	and	if	they	do,	ask	them	not
to.

8.	Purge	your	drug-company	 junk.	 If	you	work	 in	medicine,	and	your	office	 is
filled	with	branded	promotional	material	 from	drug	companies,	 then	gather	up
all	 those	pens,	mugs,	calendars,	memory	sticks	and	 trinkets,	and	put	 them	in	a
bin.	Or	possibly	a	museum.

Ghostwriters
If	 I	 tell	 you	 that	Katie	Price	did	not	 necessarily	write	 every	word	of	 her	 best-
selling	autobiography,	then	this	is	probably	not	a	revelation	to	you.	But	then,	nor
is	 it	 a	 problem:	 you	 want	 something	 entertaining,	 and	 everyone	 knows	 that
celebrities	don’t	write	 their	own	books.	That	 is	 the	culture	and	tradition	of	 this
kind	of	publication,	and	it’s	an	open	secret.
From	doctors	 and	 academics	we	have	higher	 expectations.	The	 reader	of	 an



academic	 journal	 reasonably	 assumes	 that	 what	 they	 are	 reading	 is	 an
independent	academic’s	study,	or	 review	article,	or	opinion	 in	an	editorial.	But
this	 is	quite	wrong.	In	reality,	academic	articles	are	often	covertly	written	by	a
commercial	writer	employed	by	a	pharmaceutical	company,	with	an	academic’s
name	placed	at	the	top	to	give	it	the	imprimatur	of	independence	and	scientific
rigour.	Often	these	academics	have	had	little	or	no	involvement	in	collecting	the
data	or	drafting	the	paper.
What’s	 more,	 while	 the	 publication	 might	 look	 like	 a	 spontaneous	 project

from	an	independent	academic,	 it’s	generally	part	of	a	carefully	choreographed
timetable	 of	 publications,	 all	 running	 to	 the	 marketing	 schedule	 for	 one
company’s	 product.	 So,	 papers	 will	 appear	 before	 a	 new	 drug’s	 launch
describing	 cross-sectional	 survey	 data	 which	 reveals	 that	 the	 prevalence	 of	 a
medical	condition	is	much	higher	than	previously	thought;	others	will	review	the
field,	 and	 say	 that	 current	 treatments	 are	 widely	 regarded	 as	 ineffective	 and
dangerous;	and	so	on.	By	this	mechanism,	the	entire	academic	literature,	used	by
doctors	 to	guide	decisions	–	 the	only	tool	we	have	–	 is	ghost	managed,	behind
the	scenes,	to	an	undeclared	agenda.
How	common	is	this	practice?	As	with	most	shady	activity,	it’s	hard	to	gather

clear	data:	 the	very	point	of	ghostwriting	 is	 that	 it’s	hidden	from	the	audience,
and	academics	and	the	industry	are	generally	 too	ashamed	to	discuss	 it	openly.
But	 through	 a	 combination	 of	 leaked	 documentation,	 and	 cautious	 surveys
promising	anonymity,	various	estimates	have	been	gathered.
One	 study	 from	 2011	 took	 a	 representative	 sample	 of	 all	 the	 papers	 in	 six

leading	 medical	 journals	 –	 including	 the	 Lancet,	 JAMA,	 and	 so	 on	 –	 then
contacted	all	896	corresponding	authors	 (the	 ‘lead’	author	on	 the	paper,	whose
contact	details	are	always	published).75	They	included	every	kind	of	publication,
from	original	 research	 to	 review	articles	 and	editorial	 opinion	pieces.	Reviews
and	 editorials	 are	 particularly	 important	 for	 the	 companies	 that	 employ
ghostwriters,	because	 they	 represent	an	opportunity	 to	 summarise	 the	evidence
for	 a	 whole	 field,	 in	 a	 readable	 format,	 and	 so	 set	 the	 frame	 for	 subsequent
discussion	and	research.	Knowing	that	the	response	rate	was	likely	to	be	low,	the
researchers	 made	 a	 point	 of	 promising	 in	 their	 initial	 contact	 email	 that	 all
responses	 would	 be	 treated	 with	 the	 utmost	 confidentiality.	 Remarkably	 they
managed	 to	get	 replies	 from	over	 two	 thirds	of	 the	people	 they	contacted.	The
information	 they	 received	 indicated	 that	 8	 per	 cent	 of	 all	 articles	 had	 ghost
authorship:	12	per	cent	of	research	articles,	6	per	cent	of	reviews,	and	5	per	cent
of	editorials.



There	 is	 every	 reason	 to	 believe	 that	 this	 is	 an	 underestimate.	 If	 a	 stranger
contacted	 you	 out	 of	 the	 blue,	 and	 asked	 you	 to	 admit	 career-torpedoing
antisocial	and	unethical	behaviour	from	your	work	email	address,	you	might	be	a
little	reluctant.	A	guarantee	of	anonymity	from	someone	you’ve	never	heard	of
and	never	met	is	small	reassurance	against	the	real	and	foreseeable	consequences
of	 confessing	 all.	So	 respondents	may	have	dishonestly	denied	 involvement	 in
ghostwriting.	And	there	is	every	reason	to	believe	that	the	30	per	cent	of	study
authors	who	declined	to	participate	at	all	were	more	likely	to	have	been	involved
in	ghostwriting.
Another	 study	 from	 2007	 took	 all	 the	 industry-funded	 trials	 approved	 by

ethics	committees	in	two	Danish	cities,	and	compared	the	people	documented	as
prominently	involved	in	the	trials	against	those	listed	as	authors	on	the	academic
papers	reporting	their	results,	finding	evidence	of	ghost	authorship	in	75	per	cent
of	cases:76	the	company	statisticians,	the	company	staff	who	designed	and	wrote
the	 protocol	 for	 the	 trial,	 and	 the	 commercial	 writers	 drafting	 the	 manuscript
would	somehow	disappear	when	the	final	paper	was	published,	to	be	replaced	by
neat,	independent	academics.
Since	 this	 activity	 is	 so	hard	 to	 trace,	 it	 is,	 I	 think,	 legitimate	 simply	 to	 ask

people	who	work	with	academic	authors	about	their	experiences.	One	editor-in-
chief	of	a	specialist	journal	told	US	Senate	Finance	Committee	staff	recently	that
in	 his	 estimation	 at	 least	 a	 third	 of	 all	 papers	 submitted	 to	 his	 journal	 were
produced	 by	 commercial	 medical	 writers,	 working	 on	 behalf	 of	 a	 drug
company.77	 The	 editor	 of	 the	 Lancet	 described	 the	 practice	 as	 ‘standard
operating	procedure’.78
It’s	worth	pausing	for	a	moment	here	to	think	about	why	ghostwriting	is	used.

If	 you	 saw	 that	 an	 academic	 paper	 describing	 a	 new	 scientific	 study	 was
designed,	 conducted	 and	 written	 by	 drug-company	 employees,	 you	 would	 be
very	 likely	 to	 discount	 its	 findings.	 At	 the	 very	 least,	 alarm	 bells	 would	 be
ringing,	and	you’d	worry	more	than	usual	about	whether	there	was	data	missing,
or	 a	 flattering	 emphasis	 placed	 on	 the	 results.	 If	 you	were	 reading	 an	 opinion
piece	explaining	why	a	new	drug	is	better	than	an	old	one,	and	you	saw	that	it
was	written	 by	 someone	 from	 the	 company	making	 the	 new	 drug,	 then	 in	 all
likelihood	 you’d	 laugh	 at	 it.	 This,	 you	 would	 mutter,	 is	 a	 promotional	 piece.
What’s	it	even	doing	in	an	academic	journal?
In	 this	 context,	 it’s	 not	 hard	 to	 understand	 the	 language,	 strategies	 and

intentions	 of	 people	 producing	 these	 papers.	 Generally,	 a	 ‘Medical	 Education
and	 Communication	 Company’	 will	 get	 involved	 early	 on	 in	 the	 research



process,	 to	 help	 plan	 a	 whole	 programme	 of	 apparent	 academic	 publications
around	the	marketing	of	a	drug.	This	is	to	lay	the	groundwork,	as	we’ve	already
seen	 –	 to	 produce	 papers	 arguing	 that	 the	 condition	 being	 treated	 is	 more
common	 than	 previously	 thought,	 and	 so	 on.	 It	 will	 also	 go	 through	 the
quantitative	data	available	from	each	study,	to	look	at	how	it	might	be	sliced	up.
A	 good	 publication	 planner	 will	 help	 identify	 ways	 that	 more	 than	 one	 paper
could	be	produced	from	each	piece	of	research,	so	creating	a	broader	palette	of
promotional	opportunities.
This	is	not	to	say	that	the	ghostwriter	will	see	all	the	data:	in	fact,	one	of	the

extra	benefits	of	 this	way	of	working	–	from	a	company’s	perspective	–	is	 that
the	writer	will	often	only	see	tables	and	results	that	have	already	been	prepared
by	a	company	statistician,	tailored	to	tell	a	specific	story.	This	is,	of	course,	just
one	way	in	which	the	production	of	a	paper	by	company	personnel	differs	from
the	normal	run	of	academic	work.
At	this	stage	of	proceedings	the	discussion	is	generally	between	the	company

and	 the	 commercial	 writing	 agency.	 After	 a	 plan	 has	 been	made,	 and	 articles
outlined,	both	will	set	about	identifying	academics	whose	names	can	go	on	their
papers.	 For	 an	 experiment,	 or	 a	 piece	 of	 research,	 there	may	 already	 be	 some
academics	 involved.	 For	 an	 editorial,	 a	 review	 article	 or	 an	 opinion	 piece,	 the
articles	 can	 be	 devised	 and	 even	 drafted	 autonomously.	 Then	 they	 will	 be
delivered	to	the	waiting	academic	for	some	comments,	and	most	importantly	of
all,	for	their	name	and	independent	status	to	be	used	as	author	and	guarantor	of
the	work.
Writing	an	academic	paper	is	a	long	and	arduous	business	for	the	lecturers	and

professors	who	actually	do	it	themselves.	First,	you	have	to	review	the	literature
for	 a	 whole	 field,	 avoid	 embarrassing	 omissions,	 and	 write	 a	 coherent
introduction	to	your	paper	describing	the	work	that	has	gone	before.	This	 is	of
course	a	golden	opportunity	to	frame	the	field.	Then,	if	it’s	a	report	of	a	piece	of
research,	you	have	to	conduct	the	work	–	which	can	take	forever	–	get	through
all	 the	 bureaucratic	 hurdles,	 the	 ethics	 committees,	 coordinate	 the	 data
collection,	and	more.	Finally	you	have	to	get	the	data	into	a	state	where	it	can	be
analysed,	 find	 and	 clean	 the	 errors	 and	 duplicates,	 run	 the	 analysis,	 and	 build
tables	 (my	God,	 the	days	 I	have	wasted	making	 tables	work).	Before	 that,	you
need	to	decide	what	tables	to	make,	which	findings	to	highlight,	and	more.	After
all	that,	you	need	a	discussion	section	that	makes	sense	of	the	findings,	discusses
the	 strengths	 and	 weaknesses	 of	 the	 methods,	 and	 so	 on.	 Even	 for	 a	 straight
opinion	piece	or	a	casual	review	article,	you	need	to	have	the	idea,	and	the	time,



in	the	first	place.
After	 the	 paper	 is	 written,	 the	 horror	 begins.	 Several	 colleagues	 who	 have

their	name	on	it	will	have	small	comments,	suggestions,	 tweaks.	These	will	all
come	in	at	random	times	on	email,	and	everyone’s	suggestion	has	to	be	approved
by	 everyone	 else.	All	 papers	 go	 through	multiple	 drafts,	maddeningly	 similar,
and	you	can	never	be	sure	if	someone	has	introduced	an	insane	sentence	that	you
might	miss	on	a	 casual	 reading,	 so	 it	 all	has	 to	be	checked	–	and	 rechecked	–
competently,	and	repeatedly.
Finally,	the	submission	process	is	a	pig.	Every	academic	journal	has	different

pernickety	 requirements;	 every	 one	 wants	 the	 references	 to	 be	 formatted	 in	 a
different	way	–	the	tables	as	a	separate	document,	at	the	bottom,	there’s	a	word
limit,	 some	 bizarre	 house	 style	 about	 never	 using	 the	 word	 ‘this’	 to	 back-
reference	 the	 immediately	 preceding	 clause,	 even	 though	 that’s	 a	 completely
normal	way	of	using	the	English	language,	and	so	on.
Because	of	all	 this,	academics	don’t	produce	a	huge	number	of	papers	every

year,	even	though	their	performance	is	measured	specifically	on	how	many	they
get	out,	and	how	good	they	are.	For	 that	very	reason,	you	should	perhaps	be	a
little	suspicious	of	any	academic	who	publishes	a	lot	of	papers,	at	the	same	time
as	holding	down	a	clinical	job	seeing	patients.
So	professional	assistance,	for	this	arduous	process,	is	a	huge	advantage;	and

this	 is	 why	 the	 selection	 of	 the	 academic	 or	 doctor	 who	 receives	 ‘guest
authorship’,	benefiting	from	the	ghostwriter’s	work,	is	a	complex	and	interesting
business.	They	are	not	picked	at	random:	as	we	shall	see,	drug	companies	keep	a
close	rota	of	‘key	opinion	leaders’,	academics	and	doctors	who	are	influential	in
their	field,	or	their	local	area,	and	are	friendly	to	either	the	company	or	the	drug.
The	 relationship	 between	 the	 key	 opinion	 leader	 and	 the	 drug	 company	 is

mutually	 beneficial,	 in	 ways	 that	 are	 hard	 to	 see	 at	 first.	 Of	 course	 the	 drug
company	 is	able	 to	give	a	 false	 impression	of	 independence	 for	a	paper	 that	 it
effectively	conceived	and	wrote,	and	of	course	money	can	change	hands.	(Did	I
not	 mention	 that?	 Some	 academics	 are	 paid	 an	 ‘honorarium’	 by	 the	 drug
company	 for	 putting	 their	 name	on	 a	 paper.)	But	 there	 are	 other,	more	 hidden
benefits.
The	academic	gets	a	publication	on	their	CV,	for	very	little	work,	so	they	look

like	a	better	academic.	They	are	more	likely	to	be	recognised	as	a	key	opinion
leader	in	the	future	–	which	is	great	for	the	company,	since	they’re	friends	–	and
they	 are	 also	more	 likely	 to	 be	 promoted	 in	 their	 university.	A	 junior	 lecturer
with	an	 impressive	record	of	academic	 journal	publications	will	be	much	more



likely	 to	 get	 on	 and	 become	 a	 senior	 lecturer,	 and	 then	 a	 ‘reader’,	 and	 then	 a
professor.	By	 this	means	 the	ambitious	academics	 receive	a	benefit	 in	kind,	 as
good	 as	 any	 cheque,	 for	 which	 they	 are	 grateful	 to	 the	 drug	 company.	 Most
importantly	of	all,	the	key	opinion	leader,	who	has	the	opinions	that	benefit	the
company,	becomes	much	more	senior	and	influential,	a	rising	star.
I	wouldn’t	want	you	 to	 take	any	of	 this	on	faith.	Most	of	 the	activity	 in	 this

field	takes	place	behind	closed	doors,	but	occasionally	there	are	court	cases,	and
from	these	come	leaked	documents,	and	sometimes,	if	we	are	lucky,	emails	and
memos	describing	the	ghostwriting	process.	As	I’ve	said	before,	nothing	should
be	read	into	the	specific	drugs	or	companies	involved	in	the	stories	here,	because
the	 activity	 they	 describe	 is,	 as	 we	 can	 see	 from	 the	 data	 above,	 widespread
throughout	 the	 industry,	 for	 all	 companies	 and	 in	 all	 fields	of	medicine.	These
are	simply	the	individual	drugs	for	which	we	happen	to	be	able	to	see,	in	black
and	white,	 the	 internal	memos	and	discussions	 that	 lie	behind	 the	ghostwritten
papers,	and	keeping	documents	on	these	matters	out	of	the	hands	of	people	like
me	 is,	 incidentally,	 one	 reason	why	 companies	 tend	 to	 settle	 out	 of	 court,	 and
avoid	a	public	hearing	where	such	documents	are	likely	to	be	exposed.*
One	interesting	example	comes	from	the	antipsychotic	drug	olanzapine	(brand

name	Zyprexa),	used	to	treat	conditions	like	schizophrenia.80	Lots	of	documents
on	 the	 ghostwriting	 strategy	 of	 Lilly,	 the	 drug’s	 manufacturer,	 became	 public
during	a	court	case	concerned	with	whether	it	had	overstated	the	benefits	of	the
drug,	and	marketed	it	for	conditions	where	it	wasn’t	licensed.
Lilly	 set	 a	goal	of	making	Zyprexa	 ‘the	number	one	 selling	psychotropic	 in

history’,	and	its	emails	discuss	using	ghostwriters	to	present	it	in	a	positive	light:
‘The	paper	 for	 the	Progress	 in	Neurology	and	Psychiatry	 supplement	has	been
completed	and	sent	to	the	journal	for	peer	review,’	says	one	from	its	marketing
person.	‘We	“ghost”	wrote	this	article	and	then	worked	with	author	Dr	Haddad
to	work	up	the	final	copy.’
The	 paper	 being	 talked	 about	 did	 appear	 in	 a	 supplement	 to	 the	 journal

Progress	in	Neurology	and	Psychiatry.	Peter	Haddad,	whose	name	appears	as	its
author,	 is	 a	 consultant	 psychiatrist	 in	Manchester,	 seeing	 patients	 and	 training
junior	doctors.81	He’s	 neither	 very	 senior,	 nor	 very	 junior,	 and	 I’m	 not	 telling
you	his	job	because	I	think	it’s	an	outrage,	or	because	I	think	it	makes	him	sound
impressive:	I’m	telling	you	because	this	is	the	banal,	everyday	reality	of	how	this
process	works,	with	everyday	doctors	playing	their	part,	around	the	country.	The
emails	explain	how	Lilly’s	global	team	approved	the	draft	of	Peter’s	paper,	but
final	 approval	 had	 to	 come	 from	Lilly	UK,	 since	 the	 journal	was	based	 in	 the



UK.	Nice	work,	Peter	Haddad.
From	the	same	case,	there	is	also	an	entire	briefing	document	discussing	how

Lilly	will	place	an	article	saying	that	the	injectable	form	of	olanzapine	might	be
useful	in	containing	challenging	behaviour	when	people	with	schizophrenia	are
very	agitated	and	disturbed.82	I	recommend	downloading	this	online	if	you	have
any	doubts	about	the	truth	of	what	I’ve	been	saying,	or	about	the	casual	way	in
which	these	projects	are	pursued.	Remember	that	the	subject	of	this	document	is
an	article	to	be	written	by	an	independent	academic.	The	company	lists	its	aims,
and	they	don’t	sound	very	academic:

It	talks	about	how	to	work	around	the	fact	that	the	drug	isn’t	yet	licensed:

It	 attaches	an	outline	 that	 can	be	used	as	a	guide	 to	write	 the	pieces	 (because,
remember,	 there	may	be	many	 similar	 articles	 in	 this	 aspect	of	 the	publication
plan,	written	by	different	people	in	different	countries):

Then	it	discusses	choosing	an	appropriate	‘author’:



What	happens	once	a	paper	is	in	progress?	For	this,	let’s	switch	to	another	study,
on	an	antidepressant	called	paroxetine.	You	can	read	all	of	these	documents	and
more	 at	 the	 Drug	 Industry	 Document	 Archive,	 built	 by	 the	 University	 of
California,	 San	 Francisco,	 to	 house	 materials	 released	 during	 legal	 cases
involving	 the	 pharmaceutical	 industry.83	 Professor	 Martin	 Keller	 of	 Brown
University	is	discussing	the	content	of	‘his’	paper	with	a	PR	person	working	for
the	drug	company	GSK:	‘You	did	a	superb	job	with	this,	thank	you	very	much.	It
is	excellent.	Enclosed	are	some	rather	minor	changes	from	me.’84
The	ghostwriter	gets	back	to	him	with	everything	nicely	organised	and	ready

to	go,	because,	of	course,	the	academic	must	be	the	one	who	sends	the	paper	to
the	 journal.85	 You	 will	 remember	 the	 earlier	 description	 of	 what	 a	 time-
consuming	hassle	it	is	for	an	academic	to	pull	a	paper	together	and	submit	it	to	a
journal	 themself.	 When	 you’re	 working	 with	 GSK,	 this	 is	 all	 rather	 more
straightforward:	‘Please	retype	on	your	letterhead	and	revise	as	you	like.’



And	 so	 it	 goes.	 To	 some	 academics	 –	 to	 those	 in	 the	 know,	 and	 on	 the	 key
opinion	 leader	 circuit	 –	 this	 has	 all	 become	 so	 commonplace,	 so	obvious,	 that
they	have	even	used	it	to	try	to	dodge	responsibility	for	the	content	of	the	papers
on	which	their	name	appears.	After	a	crucial	study	on	the	painkiller	drug	Vioxx
was	found	to	have	failed	adequately	to	describe	the	deaths	of	patients	receiving
it,86	the	first	author	told	the	New	York	Times:	‘Merck	designed	the	trial,	paid	for
the	 trial,	 ran	 the	 trial…Merck	 came	 to	me	 after	 the	 study	was	 completed	 and
said,	“We	want	your	help	to	work	on	the	paper.”	The	initial	paper	was	written	at
Merck,	and	then	it	was	sent	to	me	for	editing.’	Well	that’s	OK,	then.
It	doesn’t	stop	at	journal	articles.	Medical	writing	company	STI,	for	example,

wrote	a	whole	physician	textbook	which	appeared	with	the	names	of	two	senior
doctors	 on	 it.87	 If	 you	 follow	 through	 the	 documentation,	 now	 in	 the	 public
domain,	a	draft	of	the	textbook	says	it	was	paid	for	by	GSK,	and	written	by	two
staff	members	at	 the	medical	writing	company	 they	paid.	But	 in	 the	preface	 to
the	 final	 published	 textbook,	 the	 doctors	 whose	 names	 appear	 on	 the	 cover
merely	 thank	 STI	 for	 ‘editorial	 assistance’,	 and	 GSK	 for	 ‘an	 unrestricted
educational	grant’.
Dr	Charles	Nemeroff,	one	of	the	‘authors’	of	this	textbook,	responded	to	these

allegations	in	the	New	York	Times	in	2010.	He	said	he	conceptualised	the	book,
wrote	 the	 original	 outline,	 reviewed	 every	 page,	 and	 the	 company	 had	 ‘no
involvement	 in	 content’.88	 So	 you	 can	 draw	 your	 own	 conclusions,	 I’ve
included,	below,	a	scan	of	the	letter	sent	to	Nemeroff	at	the	outset	of	the	project
by	 the	 writing	 company.89	 I	 promise	 this	 is	 the	 last	 time	 I’ll	 print	 such
documents,	but	they	are	so	refreshingly	explicit.	To	my	eyes,	this	letter	features
STI,	 the	 commercial	 writers	 employed	 by	 GSK,	 saying	 things	 like	 ‘We	 have
begun	development	of	the	text’,	and	‘A	complete	content	outline	is	enclosed	for
your	 comment.’	 There’s	 also	 a	 timeline,	 according	 to	which	 the	manuscript	 is
repeatedly	sent	to	the	sponsor	for	‘sign-off’	and	‘approval’.
So,	the	person	conducting	a	study,	analysing	the	data,	writing	a	paper,	steering

it	into	the	hands	of	a	journal,	and	even	writing	your	medical	textbook,	may	not
be	quite	who	you	imagine.
As	 a	 result	 of	 all	 this,	 as	 we’ve	 seen,	 key	 opinion	 leaders	 who	 favour	 the

industry’s	drugs	are	given	shining	CVs	and	rise	to	ever	higher	academic	status,
conferring	 even	 more	 independent	 kudos	 on	 the	 treatments	 they	 prefer.	 The
academic	literature	is	overwhelmed	with	repetitive	and	unsystematic	discussion
papers,	 acting	 as	 covert	 promotional	 literature	 rather	 than	 genuine	 academic
contributions.	 It	 is	 also	 distorted,	 with	 publications	 that	 repeatedly	 reframe



treatments	 in	ways	that	 the	industry	prefers.	Even	if	 they’re	not	promoting	just
one	drug,	this	means	that	academics	working	on	commercial	areas	of	medicine,
those	involving	new	pills,	have	an	increased	prominence	compared	to	those	who
don’t	 have	 professional	 writers	 to	 do	 their	 donkeywork	 for	 them.	 So	 people
studying	social	factors,	or	lifestyle	changes,	or	side	effects,	or	medicines	that	are
out	of	patent,	are	edged	out.

It	 goes	 without	 saying	 that	 when	 we’re	 dealing	 with	 medical	 treatments,
which	can	be	hugely	harmful	as	well	as	helpful,	it’s	vitally	important	that	all	our
information	 is	 reliable,	and	 transparent.	But	 there	 is	another	ethical	dimension,
which	often	seems	to	be	neglected.
These	days,	in	most	universities,	we	send	a	long	and	threatening	document	to

every	undergraduate	student,	explaining	how	every	paragraph	of	every	essay	and
dissertation	they	submit	will	be	put	through	a	piece	of	software	called	TurnItIn,
expensively	 developed	 to	 detect	 plagiarism.	 This	 software	 is	 ubiquitous,	 and
every	year	its	body	of	knowledge	grows	larger,	as	it	adds	every	student	project,
every	Wikipedia	 page,	 every	 academic	 article,	 and	 everything	 else	 it	 can	 find
online,	 in	 order	 to	 catch	 people	 cheating.	 Every	 year,	 in	 every	 university,
students	 are	 caught	 receiving	undeclared	outside	help;	 every	year,	 students	 are



disciplined,	with	points	docked	and	courses	marked	as	‘failed’.	Sometimes	they
are	 thrown	 off	 their	 degree	 course	 completely,	 leaving	 a	 black	 mark	 of
intellectual	dishonesty	on	their	CV	forever.
And	yet,	to	the	best	of	my	knowledge,	no	academic	anywhere	in	the	world	has

ever	 been	 punished	 for	 putting	 their	 name	 on	 a	 ghostwritten	 academic	 paper.
This	 is	 despite	 everything	 we	 know	 about	 the	 enormous	 prevalence	 of	 this
unethical	 activity,	 and	 despite	 endless	 specific	 scandals	 around	 the	 world
involving	named	professors	and	lecturers,	with	immaculate	legal	documentation,
and	despite	the	fact	that	it	amounts,	in	many	cases,	to	something	that	is	certainly
comparable	to	the	crime	of	simple	plagiarism	by	a	student.
Not	 one	 has	 ever	 been	 disciplined.	 Instead,	 they	 have	 senior	 teaching

positions.
So,	what	do	 the	 regulations	 say	about	ghostwriting?	For	 the	most	part,	 very

little.	 A	 survey	 in	 2010	 of	 the	 top	 fifty	 medical	 schools	 in	 the	 United	 States
found	that	all	but	thirteen	had	no	policy	at	all	prohibiting	their	academics	putting
their	 name	 to	 ghostwritten	 articles.90	 The	 International	 Committee	 of	Medical
Journal	Editors,	meanwhile,	has	issued	guidelines	on	authorship,	describing	who
should	appear	as	a	named	author	on	a	paper,	 in	 the	hope	 that	ghostwriters	will
have	to	be	fully	declared	as	a	result.	These	are	widely	celebrated,	and	everyone
now	speaks	of	ghostwriting	as	if	it	has	been	fixed	by	the	ICMJE.	But	in	reality,
as	 we	 have	 seen	 so	 many	 times	 before,	 this	 is	 a	 fake	 fix:	 the	 guidelines	 are
hopelessly	vague,	and	are	exploited	in	ways	that	are	so	obvious	and	predictable
that	it	takes	only	a	paragraph	to	describe.
The	 ICMJE	criteria	 require	 that	 someone	 is	 listed	 as	 an	 author	 if	 they	 fulfil

three	criteria:	they	contributed	to	the	conception	and	design	of	the	study	(or	data
acquisition,	 or	 analysis	 and	 interpretation);	 they	 contributed	 to	 drafting	 or
revising	the	manuscript;	and	they	had	final	approval	on	the	contents	of	the	paper.
This	sounds	great,	but	because	you	have	to	fulfil	all	three	criteria	to	be	listed	as
an	author,	it	is	very	easy	for	a	drug	company’s	commercial	medical	writer	to	do
almost	 all	 the	 work,	 but	 still	 avoid	 being	 listed	 as	 an	 author.	 For	 example,	 a
paper	could	legitimately	have	the	name	of	an	independent	academic	on	it,	even	if
they	only	 contributed	10	per	 cent	 of	 the	 design,	 10	per	 cent	 of	 the	 analysis,	 a
brief	revision	of	 the	draft,	and	agreed	the	final	contents.	Meanwhile,	a	 team	of
commercial	medical	 writers	 employed	 by	 a	 drug	 company	 on	 the	 same	 paper
would	not	appear	in	the	author	list,	anywhere	at	all,	even	though	they	conceived
the	study	in	its	entirety,	did	90	per	cent	of	the	design,	90	per	cent	of	the	analysis,
90	per	cent	of	the	data	acquisition,	and	wrote	the	entire	draft.91



In	fact,	often	the	industry	authors’	names	do	not	appear	at	all,	and	there	is	just
an	acknowledgement	of	editorial	assistance	to	a	company.	And	often,	of	course,
even	 this	 doesn’t	 happen.	A	 junior	 academic	making	 the	 same	 contribution	 as
many	 commercial	 medical	 writers	 –	 structuring	 the	 write-up,	 reviewing	 the
literature,	making	 the	first	draft,	deciding	how	best	 to	present	 the	data,	writing
the	words	–	would	get	their	name	on	the	paper,	sometimes	as	first	author.	What
we	are	seeing	here	is	an	obvious	double	standard.	Someone	reading	an	academic
paper	expects	the	authors	to	be	the	people	who	conducted	the	research	and	wrote
the	 paper:	 that	 is	 the	 cultural	 norm,	 and	 that	 is	why	medical	writers	 and	 drug
companies	will	move	heaven	and	earth	 to	keep	 their	employees’	names	off	 the
author	list.	It’s	not	an	accident,	and	there	is	no	room	for	special	pleading.	They
don’t	want	commercial	writers	in	the	author	list,	because	they	know	it	looks	bad.
Is	there	a	solution?	Yes:	 it’s	a	system	called	‘film	credits’,	where	everyone’s

contribution	is	simply	described	at	the	end	of	the	paper:	‘X	designed	the	study,	Y
wrote	 the	 first	 draft,	 Z	 did	 the	 statistical	 analysis,’	 and	 so	 on.	 Apart	 from
anything	else,	 these	kinds	of	credits	can	help	 to	ameliorate	 the	dismal	political
disputes	within	teams	about	the	order	in	which	everyone’s	name	should	appear.
Film	credits	are	uncommon.	They	should	be	universal.
If	I	sound	impatient	about	any	of	this,	it’s	because	I	am.	I	like	to	speak	with

people	who	disagree	with	me,	to	try	to	change	their	behaviour,	and	to	understand
their	position	better:	so	I	talk	to	rooms	full	of	science	journalists	about	problems
in	science	journalism,	rooms	full	of	homeopaths	about	how	homeopathy	doesn’t
work,	and	rooms	full	of	people	from	big	pharma	about	the	bad	things	they	do.	I
have	spoken	to	the	members	of	the	International	Society	of	Medical	Publications
Professionals	 three	 times	now.	Each	 time,	as	I’ve	set	out	my	concerns,	 they’ve
become	angry	(I’m	used	to	this,	which	is	why	I’m	meticulously	polite,	unless	it’s
funnier	 not	 to	 be).	 Publicly,	 they	 insist	 that	 everything	 has	 changed,	 and
ghostwriting	is	a	thing	of	the	past.	They	repeat	 that	 their	professional	code	has
changed	 in	 the	 past	 two	 years.	 But	my	 concern	 is	 this.	 Having	 seen	 so	many
codes	 openly	 ignored	 and	 broken,	 it’s	 hard	 to	 take	 any	 set	 of	 voluntary	 ideals
seriously.	 What	 matters	 is	 what	 happens,	 and	 undermining	 their	 claim	 that
everything	 will	 now	 change	 is	 the	 fact	 that	 nobody	 from	 this	 community	 has
ever	engaged	in	whistleblowing	(though	privately	many	tell	me	they’re	aware	of
dark	practices	 continuing	even	 today).	And	 for	 all	 the	 shouting,	 this	new	code
isn’t	even	very	useful:	a	medical	writer	could	still	produce	the	outline,	the	first
draft,	the	intermediate	drafts	and	the	final	draft,	for	example,	with	no	problem	at
all;	 and	 the	 language	 used	 to	 describe	 the	 whole	 process	 is	 oddly	 disturbing,



assuming	–	unthinkingly	–	 that	 the	data	 is	 the	possession	of	 the	company,	and
that	it	will	‘share’	it	with	the	academic.
But	 more	 than	 that,	 even	 if	 we	 did	 believe	 that	 everything	 has	 suddenly

changed,	as	 they	claim,	as	everyone	in	this	area	always	claims	–	and	it	will	be
half	a	decade,	at	least,	as	ever,	before	we	can	tell	if	they’re	right	–	not	one	of	the
longstanding	members	of	 the	commercial	medical	writing	community	has	ever
given	a	 clear	 account	of	why	 they	did	 the	 things	described	above	with	 a	 clear
conscience.	They	paid	guest	authors	to	put	their	names	on	papers	they	had	little
or	 nothing	 to	 do	 with;	 and	 they	 ghostwrote	 papers	 covertly,	 knowing	 exactly
what	 they	were	doing,	 and	why,	 and	what	 effect	 it	would	have	on	 the	doctors
reading	their	work.	These	are	the	banal,	widespread,	bread-and-butter	activities
of	their	industry.	So,	a	weak	new	voluntary	code	with	no	teeth	from	people	who
have	not	engaged	in	full	disclosure	–	nor,	frankly,	offered	an	apology	–	is	not,	to
my	mind,	any	evidence	that	things	have	changed.

What	can	you	do?
1.	 Lobby	 for	 your	 university	 to	 develop	 a	 strong	 and	 unambiguous	 code
forbidding	academic	staff	from	being	involved	in	ghostwriting.	If	you	are	a
student,	draw	parallels	with	the	plagiarism	checks	that	are	deployed	on	your
own	work.

2.	Lobby	for	the	following	changes	in	all	academic	journals	you	are	involved
in:

•	A	 full	 description	 of	 ‘film	 credit’	 contributions	 at	 the	 end	 of	 every	 paper,
including	details	of	who	initiated	the	idea	for	the	publication.

•	 A	 full	 declaration	 of	 the	 amount	 paid	 to	 any	 commercial	medical	 writing
firm	for	each	paper,	in	the	paper,	and	of	who	paid	it.

•	 Every	 person	making	 a	 significant	 contribution	 should	 appear	 as	 a	 proper
author,	not	‘editorial	assistance’.

3.	Raise	awareness	of	the	issue	of	ghostwriting,	and	ensure	that	everyone	you
know	realises	that	the	people	who	appear	as	authors	on	an	academic	paper
may	have	had	little	to	do	with	writing	it.

4.	If	you	teach	medical	students,	ensure	that	they	are	aware	of	this	widespread
dishonesty	among	senior	figures	in	the	academic	medical	literature.

5.	If	you	are	aware	of	colleagues	who	have	accepted	guest	authorship,	discuss
the	ethics	of	this	with	them.

6.	 If	 you	 are	 a	 doctor	 or	 an	 academic,	 lobby	 for	 your	 Royal	 College	 or
academic	 society	 to	 have	 a	 strong	 code	 forbidding	 involvement	 in



ghostwriting.

Academic	journals
We	put	a	lot	of	trust	in	academic	journals,	because	they	are	the	conduit	through
which	 we	 find	 out	 about	 new	 scientific	 research.	 We	 assume	 that	 they	 take
scientific	 articles	 based	 on	merit.	We	 assume	 that	 they	make	 basic	 checks	 on
accuracy	(though	we’ve	seen	that	they	don’t	prevent	misleading	analyses	of	trial
data	being	published).	And	we	assume	that	the	biggest,	most	famous	journals	–
which	are	read	regularly	by	many	more	people	–	take	the	better	articles.
This	 is	 naïve.	 In	 reality,	 the	 systems	 used	 by	 journals	 to	 select	 articles	 are

brittle,	and	vulnerable	to	exploitation.
Firstly,	of	course,	there	are	the	inherent	frailties	in	the	system.	There	is	a	huge

amount	of	confusion	for	the	public	–	and	for	many	doctors	–	around	what	‘peer
reviewed’	 publication	 actually	 means.	 Put	 very	 simply,	 when	 a	 paper	 is
submitted	to	a	journal,	the	editor	sends	it	out	to	a	few	academics	who	they	know
have	 an	 interest	 in	 a	 particular	 field.	 These	 reviewers	 are	 unpaid,	 and	 do	 this
work	for	the	good	of	the	academic	community.	They	read	the	paper,	and	come	to
a	 judgement	 about	 whether	 it’s	 a	 newsworthy	 piece	 of	 research,	 a	 well-
conducted	study,	fairly	described,	and	whether	its	conclusions	broadly	match	its
findings.
This	 is	 an	 imperfect	 and	 subjective	 set	 of	 judgement	 calls,	 standards	 vary

hugely	 between	 journals,	 and	 there’s	 also	 room	 to	 stick	 the	 knife	 into
competitors	and	enemies,	since	most	reviewers’	comments	are	anonymised.	That
being	said,	the	reviewers	are	often	not	very	anonymous,	because	a	comment	like
‘This	paper	is	unacceptable	because	it	doesn’t	cite	the	work	of	Chancer	et	al.	in
the	 introduction’	 is	 a	 pretty	 good	 sign	 that	 Professor	Chancer	 himself	 has	 just
peer	reviewed	your	paper.	In	any	case,	good	journals	often	take	papers	that	aren’t
perfect,	 on	 the	 grounds	 that	 they	 have	 something,	 of	 some	 small	 scientific
interest,	 in	 their	 results.	 So	 the	 academic	 literature	 is	 a	 ‘buyer	 beware’
environment,	 where	 judgement	 must	 be	 deployed	 by	 expert	 readers,	 and	 you
cannot	simply	say,	‘I	saw	it	in	a	peer	reviewed	paper,	therefore	it	is	true.’
Then	 there	 is	 the	 clear	 conflict	 of	 interest.	 This	 problem	 is	 now	 openly

discussed	 for	 academics	 –	 their	 industry	 grants,	 their	 drug-company	 stock
portfolio	 –	 and	 every	 scientist	 is	 compelled	 by	 journal	 editors	 to	 declare	 their
financial	interests	when	publishing	a	paper.	But	the	very	editors	who	impose	this
rule	on	their	contributors	have,	for	the	most	part,	exempted	themselves	from	the
same	process.	That	 is	odd.	The	pharmaceutical	 industry	has	global	revenues	of



$600	billion,	and	 it	buys	a	 lot	of	advertising	space	 in	academic	 journals,	often
representing	 the	 greatest	 single	 component	 of	 a	 journal’s	 income	 stream,	 as
editors	 very	 well	 know.	 In	 some	 respects,	 taking	 a	 step	 back,	 it’s	 odd	 that
journals	 should	only	 take	adverts	 for	drugs	 (and	 the	occasional	body	 scanner):
the	 rates	 in	 JAMA	 are	 cheaper	 than	 those	 in	 Vogue,	 taking	 circulation	 into
account	(300,000	against	a	million),	and	doctors	buy	cars	and	smartphones	like
everyone	else.	But	 journals	do	 like	 to	 look	 scholarly;	 and	 it	was	only	 recently
that	 they	 were	 trying	 to	 persuade	 the	 government	 that	 drug	 adverts	 are
educational	content,	and	should	 therefore	be	 tax	exempt.	You	will	 remember,	 I
hope,	just	how	educational	these	adverts	are,	from	the	discussion	earlier	in	this
chapter	of	how	often	they	make	claims	that	are	not	supported	by	the	evidence.
To	reduce	the	risk	that	this	income	strand	will	pervert	decisions	on	whether	to

publish	 an	 article,	 journals	 often	 claim	 that	 they	 introduce	 ‘firewalls’	 between
editorial	and	advertising	staff.	Sadly,	such	firewalls	are	easily	burnt	through.
In	 2004,	 for	 example,	 an	 editorial	 was	 submitted	 to	 the	 respected	 journal

Transplantation	 and	 Dialysis,	 questioning	 the	 value	 of	 erythropoietin,	 or
‘EPO’.92	 Although	 this	 molecule	 is	 made	 by	 the	 body,	 it	 can	 also	 be
manufactured	 and	 given	 medically,	 and	 in	 this	 form	 it	 is	 one	 of	 the	 biggest-
selling	pharmaceutical	 products	of	 all	 time.	 It	 is	 also,	 unfortunately,	 extremely
expensive,	and	the	editorial	was	submitted	in	response	to	a	call	from	Medicare,
which	 had	 asked	 for	 help	 in	 reviewing	 its	 policy	 on	 giving	 the	 treatment	 to
people	 in	 end-stage	 renal	 disease,	 since	 there	 were	 fears	 that	 it	 might	 not	 be
effective.	The	editorial	agreed	with	this	pessimistic	stance,	and	was	accepted	by
three	‘peer	reviewers’	at	 the	journal.	Then	the	editor	sent	 the	following	unwise
letter	to	the	author:

	 	 	 	 I	have	now	heard	back	from	a	third	reviewer	of	your	EPO	editorial,	who
also	 recommended	 that	 it	 be	 published…Unfortunately,	 I	 have	 been
overruled	 by	 our	 marketing	 department	 with	 regard	 to	 publishing	 your
editorial.

								As	you	accurately	surmised,	the	publication	of	your	editorial	would,	in
fact,	not	be	accepted	in	some	quarters…and	apparently	went	beyond	what
our	marketing	department	was	willing	to	accommodate.	Please	know	that	I
gave	it	my	best	shot,	as	I	firmly	believe	that	opposing	points	of	view	should
be	provided	a	 forum,	 especially	 in	 a	medical	 environment,	 and	especially
after	those	points	of	view	survive	the	peer	review	process.	I	truly	am	sorry.



The	letter	was	made	public,	and	the	journal	reversed	its	decision.	As	ever,	 it	 is
impossible	to	know	how	often	decisions	like	this	are	made,	and	how	often	they
are	hidden.	All	we	 can	do	 is	 document	 the	 scale	 of	 the	 financial	 incentive	 for
journals,	 and	 the	 quantitative	 evidence	 showing	 a	 possible	 impact	 on	 their
content.
Overall,	 the	 pharmaceutical	 industry	 spends	 around	 half	 a	 billion	 dollars	 a

year	on	advertising	in	academic	journals.93	The	biggest	–	NEJM,	JAMA	–	 take
$10	or	$20	million	each,	and	there	is	a	few	million	each	for	the	next	rank	down.
Strikingly,	 while	 many	 journals	 are	 run	 by	 professional	 bodies,	 their	 income
from	advertising	is	still	far	larger	than	anything	they	get	from	membership	fees.
In	 addition	 to	 the	 large	 general	 journals,	 and	 the	 small	 specialist	 ones,	 some
journals	are	delivered	to	doctors	for	free,	and	subsidised	entirely	by	advertising
revenue.	 To	 see	whether	 this	 income	 has	 an	 impact	 on	 content,	 a	 2011	 paper
looked	at	all	 the	 issues	of	eleven	 journals	 read	by	GPs	 in	Germany	–	a	mix	of
free	 and	 subscription	 publications	 –	 and	 found	 412	 articles	 where	 drug
recommendations	were	made.	The	results	were	stark:	free	journals,	subsidised	by
advertising,	 ‘almost	 exclusively	 recommended	 the	 use	 of	 the	 specified	 drugs’.
Journals	 financed	 entirely	 through	 subscription	 fees,	 meanwhile,	 ‘tended	 to
recommend	against	the	use	of	the	same	drugs’.94
Advertising	 is	 not	 the	 only	 source	 of	 drug	 company	 revenue	 for	 academic

journals;	 there	 are	 several	 other	 strands	 of	 income,	 some	 of	 which	 are	 not
immediately	 apparent.	 Journals	 often	 produce	 ‘supplements’,	 whole	 extra
editions	 outside	 of	 its	 normal	 work.	 These	 are	 often	 sponsored	 by	 a	 drug
company,	 based	 on	 the	 presentations	 at	 one	 of	 its	 sponsored	 conferences	 or
events,	and	have	much	 lower	 scientific	 standards	 than	are	 found	 in	 the	 journal
itself.
Then	 there	 are	 ‘reprints’.	 These	 are	 special	 extra	 copies	 of	 individual

academic	papers	 that	 are	printed	off	 and	 sold	by	 academic	 journals.	These	 are
then	handed	out	to	doctors	by	drug	reps	to	promote	their	drugs,	and	are	bought	in
huge	quantities,	with	spends	of	up	to	$1	million	to	buy	crates	of	copies	of	 just
one	paper.	Those	are	 the	sorts	of	 figures	 that	haunt	editors’	 imaginations	when
they	 try	 to	 choose	 which	 of	 two	 trials	 they	 should	 publish.	 Richard	 Smith,	 a
former	 editor	 of	 the	British	Medical	 Journal,	 framed	 the	 dilemma:	 ‘Publish	 a
trial	 that	 will	 bring	 in	 $100,000	 of	 profit,	 or	 meet	 the	 end-of-year	 budget	 by
firing	an	editor.’95
Sometimes	 the	 implicit	 reasoning	behind	 these	choices	can	 find	 its	way	 into

the	public	domain.	A	 recent	 investigation	 from	 the	UK	Prescriptions	Medicine



Code	 of	 Practice	 Authority,	 for	 example,	 ruled	 that	 the	 company	 Boehringer
Ingelheim	 was	 responsible	 for	 the	 content	 of	 an	 article	 making	 unacceptable
claims	 for	 its	 diabetes	 drug	 linagliptin,	 even	 though	 it	 was	 written	 by	 two
academics,	 and	 appeared	 in	 the	 Wiley	 Publishing	 academic	 journal	 Future
Prescriber,	because	 ‘although	Boehringer	 Ingelheim	did	not	pay	 for	 the	article
per	 se,	 it	 in	 effect	 commissioned	 it	 through	 an	 agreement	 to	 pay	 for	 2,000
reprints’.96
For	the	most	part,	however,	even	the	most	basic	numbers	on	this	huge	source

of	income	are	hard	to	obtain.	A	research	project	I	was	involved	in	found	that	the
biggest	 and	 most	 lucrative	 reprint	 orders	 come	 overwhelmingly	 from	 the
pharmaceutical	industry	(this	was	a	lot	of	work,	and	we’ve	just	had	it	published
in	the	BMJ,97	though	it	might	have	happened	faster	with	a	commercial	medical
writing	 firm	handling	 the	 legwork	 for	us).	This	 simple	 finding	 is	 exactly	what
you	might	expect,	but	there	was	something	else	that	happened	during	this	study,
which	 many	 people	 found	 much	 more	 concerning.	 We	 asked	 all	 the	 leading
journals	in	the	world	for	information	about	their	income	from	reprints,	but	only
the	BMJ	and	the	Lancet	were	willing	to	give	us	any	data	at	all:	the	Journal	of	the
American	Medical	 Association	 said	 this	 information	 was	 proprietary;	 the	 vice
president	of	publishing	 for	Annals	of	 Internal	Medicine	 said	 they	did	not	have
the	 resources	 to	 provide	 the	 information;	 and	 the	 managing	 director	 of
publishing	for	the	New	England	Journal	of	Medicine	said	it	would	conflict	with
their	business	practices	to	tell	us.	So	this	huge	source	of	pharmaceutical	industry
income,	paid	to	the	gatekeepers	of	medical	knowledge,	remains	secret.
Is	 there	 any	 evidence	 to	 show	 that	 journals	 are	 more	 likely,	 on	 a	 fair

comparison,	to	take	industry-funded	studies?
This	 has	 been	 studied	only	 rarely	 –	 because,	 as	we	need	 to	 keep	 reminding

ourselves,	this	whole	area	has	hardly	been	a	research	funding	priority	–	but	the
answer	appears	to	be	yes.	A	paper	published	in	2009	analysed	every	study	ever
published	on	the	influenza	vaccine98	(although	it’s	reasonable	to	assume	that	its
results	might	hold	for	other	subject	areas).	 It	 looked	at	whether	funding	source
affected	the	quality	of	a	study,	the	accuracy	of	its	summary,	and	the	eminence	of
the	journal	in	which	it	was	published.
Academics	 measure	 the	 eminence	 of	 a	 journal,	 rightly	 or	 wrongly,	 by	 its

‘impact	 factor’:	an	 indicator	of	how	commonly,	on	average,	 research	papers	 in
that	 journal	 go	 on	 to	 be	 ‘cited’	 or	 ‘referenced’	 by	 other	 research	 papers
elsewhere.	 The	 average	 journal	 impact	 factor	 for	 the	 ninety-two	 government-
funded	 studies	 was	 3.74;	 for	 the	 fifty-two	 studies	 wholly	 or	 partly	 funded	 by



industry,	 the	 average	 impact	 factor	was	much	higher,	 at	 8.78.	This	means	 that
studies	 funded	 by	 the	 pharmaceutical	 industry	were	 hugely	more	 likely	 to	 get
into	the	bigger,	more	respected	journals.
That’s	 an	 interesting	 finding,	 because	 there	 is	 no	 other	 explanation	 for	 it.

There	 was	 no	 difference	 in	 methodological	 rigour,	 or	 quality,	 between	 the
government-funded	 research	 and	 the	 industry-funded	 research.	 There	 was	 no
difference	 in	 the	 size	 of	 the	 samples	 used	 in	 the	 studies.	 And	 there	 is	 no
difference	 in	where	people	submit	 their	articles:	everybody	wants	 to	get	 into	a
big,	famous	journal,	and	everybody	tries	them	first.	If	they	get	rejected	they	will
try	lesser	and	lesser	journals,	until	someone	takes	the	paper.	It’s	possible	that	the
industry-funded	researchers	were	simply	more	dogged,	or	more	shameless;	and
that	maybe,	when	 they	were	 rejected	 by	 one	major	 journal,	 they	 hawked	 their
paper	 to	 other	 equally	 large	 ones.	 It’s	 possible	 that	 they	 could	 do	 this	 more
rapidly	 than	 those	 without	 industry	 funding,	 because	 they	 had	 administrative
assistance	from	professional	writers	to	deal	with	the	tedious	bureaucracy	of	each
journal’s	submission	system,	and	tolerated	the	long	delay	in	publication	that	this
strategy	would	 cause.	Or	 perhaps	 lucrative	 industry-funded	 studies	 are	 simply
favoured	by	editors.
Either	way,	getting	published	in	a	higher-impact	journal	is	a	huge	advantage,

for	a	number	of	reasons.	Firstly,	it	is	prestigious,	and	implies	that	your	research
is	regarded	as	higher-quality.	But	secondly,	papers	in	bigger	journals	are	simply
more	 likely	 to	 be	 read.	As	we’ve	 already	 seen,	 our	 systems	 for	 disseminating
knowledge	 are	 ad	 hoc	 and	 antiquated,	 built	 on	 centuries-old	 platforms	 where
science	 is	 presented	 in	 essay	 form,	 and	 printed	 on	 paper,	 with	 no	 clear
mechanism	for	getting	the	right	information	to	the	right	doctor	at	the	right	time.
In	 a	 world	 where	 the	 information	 architecture	 of	 medicine	 is	 so	 massively
flawed,	simply	getting	under	someone’s	nose	counts	for	a	lot.
This	 brings	 us	 on	 to	 one	 final,	 dismal	 tale.	 In	 medicine,	 appearances	 are

important:	 the	 appearance	 of	 an	 independent	 study,	 the	 appearance	 of	 lots	 of
individual	papers	all	saying	the	same	thing,	can	help	build	a	case	in	the	minds	of
busy	prescribing	doctors.	We	have	seen	how	individual	academic	papers	can	be
ghostwritten.	But	 in	2009	a	court	case	in	Australia	 involving	Merck	revealed	a
much	stranger	new	game.
Elsevier,	 the	 respected	 international	 academic	 publisher,	 was	 producing,	 on

behalf	of	Merck,	a	whole	 range	of	 journals,	entirely	as	advertising	projects	 for
that	 one	 company.	These	 publications	 looked	 like	 academic	 journals,	 and	 they
were	 presented	 as	 academic	 journals,	 published	 by	 the	 academic	 journal



publisher	 Elsevier	 and	 containing	 academic	 journal	 articles.	 But	 they	 only
contained	reprinted	articles,	or	summaries	of	other	articles,	almost	all	of	which
were	about	Merck’s	drugs.	 In	 issue	2	of	 the	Australasian	Journal	of	Bone	and
Joint	Medicine,	for	example,	nine	of	the	twenty-nine	articles	were	about	Merck’s
Vioxx,	and	 twelve	of	 the	remainder	were	about	Fosamax,	another	Merck	drug.
All	 of	 these	 articles	 presented	 positive	 conclusions,	 and	 some	 were	 bizarre,
including	a	review	article	containing	just	two	references.
As	 well	 as	 specialist	 ‘journals’,	 Elsevier	 also	 produced	 a	 journal	 aimed	 at

family	doctors,	which	was	sent	to	every	single	GP	in	Australia.	Again,	it	looked
like	 an	 academic	 journal,	 but	 was	 actually	 promotional	 material	 for	 one
company’s	products.
In	a	statement	 to	 the	Scientist	magazine	after	only	one	of	 these	 journals	had

been	 uncovered,	 Elsevier	 tried	 to	 defend	 itself	 by	 arguing	 that	 it	 ‘does	 not…
consider	 a	 compilation	 of	 reprinted	 articles	 a	 “Journal”’.	 This	 defence	 was
optimistic	at	best.	We	are	talking	about	a	collection	of	academic	journal	articles,
published	 by	 the	 academic	 journal	 publisher	 Elsevier,	 in	 an	 academic-journal-
shaped	 package,	 laid	 out	 like	 an	 academic	 journal,	 with	 an	 academic	 journal
name:	 the	Australasian	Journal	of	Bone	and	Joint	Medicine.	 It	 has	 since	been
discovered	 that	 Elsevier	 put	 out	 six	 journals	 like	 this,	 all	 sponsored	 by
industry.99	Chief	Executive	Michael	Hansen	finally	issued	a	statement	admitting
that	these	were	made	to	look	like	journals,	and	lacked	proper	disclosure.100
As	we’ve	seen,	 it	has	been	estimated	 that	 it	would	 take	six	hundred	hours	a

month	to	read	the	thousands	of	academic	articles	relevant	 to	being	a	GP	alone.
So	 doctors	 skim,	 they	 take	 shortcuts,	 they	 rely	 on	 summaries,	 or	 worse.	 The
simple	and	predictable	consequence	of	these	journals	sent	out	by	Merck	–	and	all
the	other	distortions	we	have	seen,	from	adverts	to	drug	reps,	ghostwriting	and
so	on	–	is	that	a	misleading	picture	of	the	research	on	these	drugs	will	lodge	in
doctors’	memories.
A	 quarter	 of	 the	 pharmaceutical	 industry’s	 revenue	 is	 spent	 on	 marketing,

twice	as	much	as	it	spends	on	research	and	development,	and	this	all	comes	from
your	 money,	 for	 your	 drugs.	 We	 pay	 25	 per	 cent	 more	 than	 we	 need	 to,	 an
enormous	extra	mark-up	in	price,	so	that	tens	of	billions	of	pounds	can	be	spent
every	 year	 producing	material	 that	 actively	 confuses	 doctors,	 and	 undermines
evidence-based	medicine.	This	is	a	very	odd	state	of	affairs.

What	can	be	done?



1.	 Journals	 should	publish	all	 advertising	 revenue	 from	each	 individual	drug
company	annually,	and	for	each	individual	issue.

2.	 Journals	 should	 publish	 all	 reprint	 orders	 retrospectively	 for	 all	 papers	 at
the	end	of	each	year,	disclosing	income	for	each;	and	for	each	new	industry
paper,	they	should	declare	how	much	they	have	previously	made	in	reprint
orders	from	that	company.

3.	 Editors	should	anonymously	disclose	all	cases	where	pressure	is	applied	for
commercial	reasons.

4.	 Editors	 should	 declare	 their	 own	 conflicts	 of	 interest,	 funding	 sources	 if
they	are	working	academics,	stocks,	and	so	on.

5.	 More	research	should	be	done	looking	at	whether	projected	advertising	and
reprint	income	has	an	impact	on	journals	accepting	papers.

Pharma’s	medical	school

At	the	beginning	of	this	chapter,	I	presented	you	with	what	I	hope	is	a	chilling
thought:	 the	most	senior	doctors	working	today	qualified	in	the	1960s.	Today’s
medical	students	will	qualify	at	 the	age	of	 twenty-four,	and	will	 then	work	 for
five	decades.	When	you’re	at	medical	school	you’re	told	which	treatments	work
best,	 in	 lectures	 and	 textbooks,	 and	 then	you’re	 tested	on	 it.	A	 few	years	 later
you’re	still	doing	specialist	exams,	and	training	in	a	safe	and	constrained	world,
with	 smart	 people	 actively	 teaching	 you.	 Then,	 suddenly,	 you’re	 out	 on	 your
own,	 seeing	 patients	 and	 getting	 on	 with	 it.	 Medicine	 changes	 around	 you,
unrecognisably	 over	 the	 course	 of	 decades:	 whole	 new	 classes	 of	 drugs	 are
invented,	whole	new	ways	of	diagnosing	people,	and	even	whole	new	diseases.
But	nobody	sets	you	an	exam,	nobody	gives	you	a	reading	list,	Prof.	MacAllister
doesn’t	tell	you	what	works	and	how.	You’re	alone.
Doctors	need	to	learn	about	new	drugs	all	the	time,	but	we	leave	them	to	get

on	with	it	by	themselves.	Privately	organised	professional	education	is	extremely
expensive	–	hundreds	or	thousands	of	pounds	for	every	course	–	so	individuals
tend	not	to	pay	for	it	themselves.	The	state	doesn’t	want	to	pay	for	it	either.	So
the	pharmaceutical	industry	pays	instead.
The	 Department	 of	 Health	 spends	 a	 few	 million	 pounds	 a	 year	 providing

independent	 medicines	 information	 to	 doctors.	 The	 industry	 spends	 tens	 of
billions	 on	 providing	 biased	 information.	 This	 presents	 a	 bizarre	 situation:
doctors’	 continuing	 education	 is	 paid	 for,	 almost	 exclusively,	 by	 the	 industry



whose	products	they	buy	with	public	money,	and	by	the	industry	that	has	been
shown	routinely	to	mislead	them.
In	 fact,	 in	 the	 UK,	 doctors	 are	 now	 actively	 forced	 to	 collect	 Continuing

Medical	Education	(CME)	points,	which	are	counted	up	each	year.	This	has	been
tightened	up	 since	 the	 changes	 at	 the	GMC	on	 account	 of	 a	GP	called	Harold
Shipman,	 who	 turned	 out	 to	 be	 a	 serial	 killer,	 murdering	 older	 women	 with
overdose	injections	of	opiates.	In	a	rather	odd	game	of	consequences,	this	means
that	 a	 set	 of	 new	 regulations,	 brought	 in	 to	 prevent	 doctors	 from	 murdering
people,	 in	 reality	 has	 simply	 shepherded	 them	 even	 more	 into	 the	 hands	 of
expensive	industry-sponsored	promotional	activity,	where	they	are	misled	about
the	benefits	of	expensive	medicines,	and	so	harm	patients.
The	basic	design	of	the	pharmaceutical	industry’s	medical	school	for	qualified

doctors	 is	simple:	doctors	who	already	like	a	company’s	drug	are	 identified	by
local	 drug	 reps,	 and	 then	 given	 a	 platform.	 In	 detail,	 this	 process	 can	 take	 on
many	different	shapes.	Sometimes	a	company	will	pay	for	its	favoured	doctor	to
give	a	talk	to	other	local	doctors.	If	they’re	good,	it	will	pay	for	them	to	give	a
talk	to	other	doctors	further	away.	If	they’re	reasonably	senior,	or	influential,	or
have	 some	 kind	 of	 academic	 track	 record,	 it	 will	 pay	 for	 them	 to	 go	 to
conferences,	or	give	lectures	around	the	world.	Sometimes	these	lectures	will	be
part	of	the	conference	sessions,	but	sometimes	there	is	a	whole	separate	industry
strand,	with	an	eerie	edge	to	it.
In	fact,	it’s	worth	noting	that	the	look	of	a	‘medical	conference’	is	what	most

people	in	other	industries	would	recognise	as	a	‘trade	fair’,	and	in	some	respects
it’s	odd	that	we	don’t	call	them	that	now	in	medicine.	The	hall	outside	the	lecture
theatre	 is	 filled	 with	 promotional	 stands	 in	 which	 nice	 stuff	 is	 given	 away,
brightly	 coloured	 floor-to-ceiling	 banners	 advertising	 various	 products,	 and
attractive	 drug	 reps	 stepping	 imperceptibly	 into	 your	 path	 to	 engage	 you	 in
conversation	 about	 their	 wares.	 This	 is	 what	 a	 trade	 fair	 looks	 like,	 although
sometimes	the	cues	are	easy	to	miss.
I	recently	found	myself	eating	some	salmon	at	a	boring	doctors’	conference	in

Cardiff,	 out	 near	 the	 academic	poster	 displays.	 It	was	pretty	 good	 salmon,	 but
gradually	 I	 noticed	 that	 I	 was	 standing,	 eating,	 in	 a	 kind	 of	 temporary
autonomous	 zone,	 denoted	 by	 a	 change	 in	 the	 colour	 of	 the	 carpet,	 and	 some
brightly	 coloured	 promotional	 displays.	 I	 was	 approached	 by	 an	 attractive,
smiling	 woman	 in	 a	 suit.	 She	 asked	 me	 where	 I	 worked,	 and	 whether	 I	 saw
patients	 who	 might	 use	 her	 company’s	 drug;	 it	 was	 only	 then	 that	 I	 realised
whose	 fork	was	 in	my	mouth.	The	 food	was	 for	people	going	 to	 some	 special



lectures,	 paid	 for	 by	 a	 drug	 company,	 in	 a	 parallel	 session,	 featuring	 its	 own
chosen	speakers.	There	was	no	drama,	nothing	rude,	the	rep	was	happy	to	chat,
and	the	food	was	really	good.	She	just	wanted	my	contact	details.
The	paid	speakers	at	these	events	are	the	‘key	opinion	leaders’	(KOLs)	we	met

earlier,	and	it’s	an	odd	scene,	not	 just	for	 the	audiences,	but	also	for	 the	KOLs
themselves.	Nobody	is	obliged	to	change	their	views	in	return	for	money,	in	an
overt	 act	 of	 corruption,	 though	 that	may	well	 happen:	 for	 the	most	 part,	 these
people	are	simply	saying	what	they	already	thought	about	the	drug	anyway.	But
views	 favouring	 industry	 are	 given	 a	 platform,	 a	 microphone,	 and	 a	 nice
projector	for	their	slides;	while	those	less	favourable	to	industry	are	left	to	fend
for	 themselves.	 In	 this	 way,	 as	 with	 negative	 results	 being	 buried,	 a	 biased
picture	 is	 created	 of	 the	 overall	 swathe	 of	 viewpoints	 and	 evidence;	 but	 no
individual	doctor	or	academic	has	done	anything	they	would	regard	as	unethical.
I	have	good	friends,	around	the	same	age	as	me,	just	finishing	research	work

and	 entering	 their	 first	medical	 consultant	 jobs,	who	give	 paid	 talks	 as	KOLs.
For	them,	it	isn’t	about	the	money,	which	is	often	no	better	than	working	for	an
extra	day	on	 locum	rates.	 It’s	not	 even	about	 the	other	benefits,	 like	 top-flight
training	in	nice	venues	on	how	to	write	and	deliver	a	smooth	presentation.	I’m
going	to	quote	an	ex	here,	and	I’m	sorry	if	that’s	weird,	but	I’m	a	doctor,	so	this
kind	of	KOL	activity	is	happening,	all	around	me,	all	the	time.	Here’s	what	she
told	me:	‘None	of	those	benefits	matter.	I	do	it	because,	in	the	speakers’	room	at
a	 conference,	 or	 at	 a	 country	 hotel	 to	 learn	 about	 presentations,	 I’m	 spending
time	with	the	giants	of	my	field.	I’m	thirty-six,	and	I’m	getting	drunk	with	the
people	who	write	the	clinical	guidelines!	There’s	no	way	I	could	do	that,	unless	I
was	a	KOL.’
This	 is	not	unusual:	often	at	 conferences	 there	will	be	a	posh	evening	party

hosted	 by	 one	 company.	 Only	 the	 people	 that	 company	 knows	 and	 likes	 are
invited.	 If	 you	 go	 to	 its	 party,	 you	 get	 to	meet	 top,	 influential	 people;	 if	 you
don’t,	you	don’t,	and	this	can	have	a	corrosive	effect	on	a	conference	generally,
by	sucking	out	the	top	ranks.	I	have	a	friend	who	complains	that	since	vaccines
have	been	 invented	 for	 the	disease	he	works	on	 (which	 is	mostly	 found	 in	 the
developing	world)	 the	 conferences	 are	 suddenly	held	 in	much	more	 expensive
hotels,	 and	most	 of	 the	 senior	 figures	 disappear	 in	 the	 evenings	 to	 expensive
restaurants,	 paid	 for	 by	 drug	 companies.	 Previously	 –	 am	 I	 being	 too	 utopian
here?	–	they’d	be	falling	over	drunk	with	the	junior	researchers.
Is	 the	 content	 of	 this	 industry-funded	 teaching	 systematically	 biased?	 One

study	 took	 a	 ‘mystery	 shopper’	 approach,	 sending	 attenders	 along	 to	 some



industry-sponsored	 CME	 teaching	 about	 calcium	 channel	 blockers,	 a	 class	 of
blood-pressure	drug.101	Usefully,	 lots	of	 companies	make	 their	own	version	of
this	 kind	 of	 drug,	 and	 there	 were	 two	 pieces	 of	 sponsored	 teaching	 on	 them
within	a	year	of	each	other:	one	on	one	company’s	drug,	the	other	on	another’s.
The	researchers	went	to	both,	and	recorded	every	mention	of	every	drug,	noting
whether	 it	 was	 positive,	 negative	 or	 equivocal.	 On	 each	 course,	 the	 sponsor’s
drug	was	mentioned	more	 frequently,	 and	much	more	positively:	 scoring	 three
times	 as	many	 positive	mentions	 as	 negative	 ones.	When	 the	 rival	 company’s
drug	 was	 mentioned,	 it	 got	 a	 much	 tougher	 ride:	 on	 the	 first	 course,	 these
mentions	were	more	 likely	 to	 be	 negative,	 and	 on	 the	 second	 they	were	more
likely	 to	 be	 equivocal.	 In	 the	 few	 statements	 directly	 comparing	 the	 sponsor’s
drug	with	the	competitor’s,	the	teacher	usually	said	that	the	sponsor’s	drug	was
best.
The	university	supervising	this	teaching	had	a	clear	policy	on	how	bias	should

be	excluded.	It	obviously	didn’t	work	very	well.	These	policies	don’t,	which	is
why	I	don’t	ever	take	them	at	face	value,	unless	there	is	very	good	evidence	that
they’re	 followed.	 In	 the	 second	 study,	 researchers	 followed	 up	 doctors’
prescribing	patterns	after	they	attended	some	industry-sponsored	CME	teaching,
again	 on	 blood-pressure	medication.102	 This	 research	 found	 that	 after	 doctors
attended	the	sponsored	course,	their	prescription	of	the	sponsor’s	drug	increased.
Are	 these	 two	 studies	 perfect?	 No,	 but	 only	 because	 they	 have	 one	 simple

flaw:	 they	 were	 both	 conducted	 twenty-five	 years	 ago,	 and	 nobody	 has	 done
anything	similar	since.
This	is	extraordinary	to	me.	It	was	established	that	the	most	senior	doctors	in

the	 profession	 were	 receiving	 money	 to	 give	 talks	 that	 were,	 in	 effect,
promotional,	under	the	guise	of	educational	activity;	it	was	established	that	this
distorted	content	changed	prescribing	behaviour;	and	 then	we	 just	 left	 it	alone.
The	 industry	 says,	 with	 no	 evidence,	 that	 everything	 has	 changed.	 I	 see
absolutely	no	reason	at	all	to	believe	that.	Is	a	drug	company	really	going	to	pay
for	a	KOL	to	be	shipped	around	 the	country,	at	great	cost,	 to	 tell	audiences	of
doctors	that	a	cheap	off-patent	drug	is	the	most	effective	first-line	treatment	for
hypertension?	 The	 industry	 regards	 this	 activity	 as	 promotional;	 that’s	 why	 it
pays	 for	 it.	 In	 almost	 any	 medical	 circle	 you’ll	 find	 stories	 of	 biased	 local
consultants	who	give	these	talks,	and	who	always	seem	to	prefer	one	company’s
drugs.	 Leaving	 them	 unmonitored,	 without	 even	 the	 most	 basic	 ‘mystery
shopper’	research	to	monitor	their	content,	is	a	collective	scandal.
And	 these	 teaching	 sessions	 aren’t	 even	 just	 about	 the	 benefits	 of	 specific



drugs:	in	recent	years	the	manufacturers	of	the	antipsychotic	drug	olanzapine,	for
example,	 have	 had	 lawyers	 running	 special	 teaching	 sessions	 for	 doctors.103
They	 aren’t	 about	 the	 medicine:	 they	 are	 to	 reassure	 doctors	 that	 they	 are
unlikely	to	be	successfully	pursued	in	the	courts	over	side	effects	from	the	drug.
So	 how	 big	 is	 this	 scene?	 Amazingly,	 although	 there	 is	 extensive	 work

documenting	 KOL	 and	 CME	 activity	 in	 the	 US,	 there	 are	 very	 few	 openly
available	figures	for	Britain,	because	of	our	secretive	regulations.	As	with	drug
reps,	 it’s	 often	 a	 matter	 of	 two	 cultures:	 some	 doctors	 and	 clinics	 engage	 in
industry-sponsored	 education	 all	 the	 time,	 as	 a	 matter	 of	 routine;	 while	 some
never	do,	and	think	the	whole	idea	is	laughable.	I	can	tell	you	that	it	is	absolutely
routine,	at	a	conference	run	by	a	Royal	College,	to	find	a	sponsored	section,	with
posh	food	and	parallel	sessions	of	lectures,	given	by	doctors	and	academics	paid
by	the	sponsoring	companies.	I	can	tell	you	that	friends’	and	colleagues’	 travel
and	hotels	and	registration	fees	are	routinely	paid	by	drug	companies.	I	can	tell
you	 that	 low-key	 local	 events,	 sponsored	 by	 a	 drug	 company,	 where	 a	 ‘key
opinion	 leader’	gives	a	 talk	about	a	 subject	area	and	a	drug,	are	commonplace
(and	those	speakers	do	always	seem	to	love	the	sponsor’s	drug).	But	in	Europe
we	have	very	incomplete	data.104
In	 the	US,	 governments	 are	more	 interested	 in	 transparency.	As	 a	 result	we

can	see	much	more,	and	there	is	little	reason	to	believe	that	industry	marketing
activity	 there	 is	any	different	 to	how	it	 is	 in	 the	UK.	So	we	know	that	$30–40
billion	is	spent	by	the	industry	on	drug	marketing	in	America,	of	which	only	15
per	 cent	 goes	 on	 marketing	 to	 patients,	 even	 though	 TV	 drug	 adverts	 are
permitted	in	the	US.	We	know	their	spending	priorities	are	likely	to	reflect	their
own	 research	on	what	marketing	activities	bear	 the	best	 fruit,	 so	 it’s	 clear	 that
marketing	 to	 doctors	 is	 effective.	 In	 2008	 the	 US	 industry	 body,	 the
Accreditation	 Council	 for	 Continuing	 Medical	 Education	 (ACCME),	 reported
that	 CME	 companies	 –	 the	 private	 firms	 acting	 as	 intermediaries	 between
industry	and	some	teaching	–	offered	100,000	teaching	activities,	amounting	to
more	than	760,000	hours	in	total.105	More	than	half	of	this	was	paid	for	directly
by	industry.
In	 case	 you	 think	 the	US	 is	 a	 very	different	 country	 to	Britain,	we	 can	 talk

about	Europe.	In	France,	as	of	2008,	 three	quarters	of	all	CME	activity	 is	paid
for	 by	 the	 pharmaceutical	 industry,	 and	 of	 the	 159	 accredited	 providers,	 two
thirds	 receive	 industry	 money.106	 In	 Germany,	 a	 researcher	 conducted	 an
anonymous	 survey	 of	 members	 of	 a	 major	 medical	 society	 attending	 an
international	conference,	and	got	78	per	cent	of	them	to	respond.107	Two	thirds



said	they’d	got	an	allowance	to	attend	from	a	drug	company,	most	of	them	said
they	couldn’t	have	travelled	to	attend	it	without	that	money,	and	two	thirds	said
they	had	no	ethical	concerns	about	taking	the	cash.	Similarly,	they	were	sure	it
would	 have	 no	 effect	 on	 their	 prescribing	 behaviour.	 They	 were,	 as	 we	 have
seen,	 wrong:	 doctors	 attending	 a	 conference	 paid	 for	 by	 a	 pharmaceutical
company	are	 significantly	more	 likely	 to	prescribe	and	 request	 that	 company’s
drugs	in	future.
When	 drug	 companies	were	 asked	 about	 their	 attitudes	 and	 concerns	 in	 the

same	German	 study,	 only	 one	 expressed	 ethical	worries,	 but	 only	 20	 per	 cent
responded	at	all.	They	may	not	want	to	speak	openly,	but	from	a	brief	scan	of	the
industry	 literature	we	can	get	a	slightly	clearer	picture	of	how	they	view	 these
educational	 sponsorship	 opportunities.	 This	 is	 from	 Pharmaceutical	 Market
Europe,	 an	 industry	 publication,	 talking	 about	 how	 CME	 companies	 can	 get
business.	Again,	this	not	a	smoking	gun:	it’s	just	the	everyday	corporate	reality
of	how	the	industry	sees	this	teaching.

				The	overwhelming	majority	of	support	for	European	CME	still	comes	from
the	pharmaceutical	industry.	Theoretically,	anyone	can	be	a	supporter;	but,
as	with	any	sponsorship	however	‘hands-off’,	it	is	the	company	which	has
the	most	 to	gain	 that	will	 be	 supporting	CME.	An	 insistence	 that	 pharma
companies	support	education	in	areas	not	of	interest	to	them…will	receive
no	backing.108

Of	 course	 there	 are	 regulations,	 to	 try	 to	 prevent	 malpractice,	 but	 these	 vary
around	 the	 world,	 and	 commonly,	 as	 we	 see	 time	 and	 again,	 they	 are	 simply
ignored.	 Norway	 is	 a	 wealthy	 country,	 with	 an	 efficient	 public	 sector,	 and
industry	is	banned	from	funding	any	CME	at	all,	whether	directly	or	indirectly,
without	 any	 problems.	 In	 the	 UK	 the	 pharmaceutical	 industry	 is	 allowed	 to
support	all	CME.	In	the	US	there	are	various	regulations	and	guidelines,	which
have	the	usual	holes.	In	2007	the	Senate	Finance	Committee	noted,	for	example,
that	drug	companies	 are	not	compelled	 to	 follow	 these	 guidelines,	 and	 that	 no
agency	ever	puts	monitors	in	the	audience	to	see	what’s	being	taught,	or	engages
in	 any	 kind	 of	 proactive	 assessment	 of	 content.109	 Even	 if	 a	CME	provider	 is
reported,	found	out,	and	has	its	accreditation	revoked,	this	can	take	nine	years.
The	committee	was	witheringly	clear	on	why	the	industry	funds	this	activity:

‘It	seems	unlikely	that	this	sophisticated	industry	would	spend	such	large	sums
on	an	enterprise	but	for	the	expectation	that	the	expenditures	will	be	recouped	by



increased	 sales.	 Press	 reports	 and	 documents	 exposed	 in	 litigation	 and
enforcement	actions	confirm	these	suspicions	in	some	instances.’
They	 are	 referring,	 here,	 to	 an	 almost	 endless	 stream	 of	 leaked	 internal

documents	from	legal	cases	which	have	revealed	how	the	industry	thinks,	plans
and	acts.	Many	of	 these	cases	 involve	companies	using	CME	 to	promote	 ‘off-
label’	 uses	 of	 drugs,	 expanding	 their	 prescription	 beyond	 the	 marketing
authorisation,	 to	 other	 diseases	 where	 its	 use	 is	 not	 licensed.	Warner-Lambert
was	 accused	 of	 using	 ‘independent	 educational	 grants’	 to	 fund	 CME
programmes	 that	 taught	 doctors	 to	 use	 its	 drug	Neurontin	 –	 licensed	 only	 for
prescription	in	epilepsy	–	for	completely	different	conditions,	for	which	the	drug
has	no	licence	at	all.	It	paid	$430	million	to	settle.	Serono	paid	over	$700	million
to	settle	claims	 that	 it	promoted	 its	drug	Serostim	for	uses	 for	which	 it	had	no
licence,	 through	 various	 methods	 including	 educational	 grants	 that	 funded
‘independent	educational	programmes’.	Merck	explicitly	carried	out	an	internal
study	 to	 establish	 the	 ‘return	 on	 investment’	 from	 discussion	 groups	 led	 by
doctors,	which	was	leaked	in	a	court	case.110	It	estimated	that	for	every	dollar	it
spent	 on	 teaching,	 it	 got	 back	 almost	 $2	 in	 revenue	 from	 doctors	 prescribing
more	of	its	drugs.
When	ACCME	reviewed	the	CME	providers	it	accredits,	it	found	that	one	in

four	 were	 openly	 breaching	 its	 guidelines	 –	 not	 in	 clever,	 covert	 ways,	 but
blatantly,	not	even	bothering	to	hide	it.	These	companies	were	fully	accredited	to
teach	doctors,	 and	 they	 allowed	 sponsors	 to	 influence	decisions	 about	 content;
allowed	sponsors	to	choose	who	spoke;	failed	to	check	for	conflicts	of	interest;
repeatedly	used	the	sponsor’s	drug’s	brand	name	to	the	exclusion	of	all	others;
and	 so	 on.	 This	 is	 hardly	 surprising	 –	 in	 fact,	 to	 imagine	 such	 transgressions
wouldn’t	 take	 place	 is	 absurd.	 In	 a	 large,	 competitive	 and	 expensive	 market,
which	CME	company	 is	going	 to	get	 the	repeat	business:	 the	one	 that	 respects
the	rules?	Or	the	one	that	gives	the	drug	company	what	it	wants?
Perhaps	even	more	remarkably,	doctors	themselves	recognise	that	the	content

of	this	teaching	is	biased.	This	includes	–	specifically	–	the	ones	who	accept	it.
In	 a	 survey	 from	 2011,	 88	 per	 cent	 of	 attenders	 of	 sponsored	 educational
activities	thought	that	commercial	support	introduces	bias,	but	only	15	per	cent
thought	such	free	teaching	should	be	banned,	and	the	majority	were	unwilling	to
pay	 properly	 for	 CME	 themselves.111	 Reports	 from	 the	 American	 Medical
Association,	 the	 Institute	 of	 Medicine,	 the	 Senate	 Finance	 Committee,	 the
American	 Association	 of	 Medical	 Colleges	 and	 more	 have	 all	 called	 for
commercial	support	of	CME	to	be	ended.	They	have	all	been	ignored.



So	 there	 you	 have	 it.	 Doctors	 around	 the	 world	 –	 except	 in	 Norway	 –	 are
taught	which	drugs	are	best	by	 the	drug	companies	 themselves.	The	content	 is
biased,	and	that’s	why	companies	pay	for	it.	For	decades	people	have	stood	up,
shown	 that	 the	 content	 is	 biased,	 written	 reports	 against	 it,	 demonstrated	 that
weak	guidelines	fail	to	police	it;	and	still	it	continues.

What	can	you	do?

1.	 Ask	your	doctor	if	they	accept	industry-funded	teaching.
2.	 If	you’re	a	doctor,	you	could	refuse	to	accept	any	industry-funded	teaching,

and	refuse	to	give	it,	too.
3.	 Don’t	be	ashamed	to	ask	colleagues	whether	they	think	it’s	OK	to	attend	or

give	 industry	 teaching,	 and	 tell	 them	 about	 the	 research	 and	 legal	 cases
demonstrating	bias.

4.	 Receiving	 free	 teaching	 is	 a	 benefit	 in	 kind,	 of	 an	 expensive	 professional
service.	 Doctors	 should	 be	 forced	 to	 declare	 publicly,	 to	 their	 colleagues
and	 their	 patients,	 whether	 they	 accept	 free	 teaching	 from	 the
pharmaceutical	industry.	Doctors	who	see	patients	should	place	a	prominent
notice	 in	 the	 waiting	 room	 and	 on	 their	 desk,	 stating	 exactly	 what
companies	 they’ve	 accepted	 money	 or	 services	 from,	 and	 exactly	 what
drugs	those	companies	make.

5.	 It’s	sad	that	individual	doctors	don’t	volunteer	to	pay	thousands	of	pounds	a
year,	 of	 their	 own	 money,	 for	 the	 continuing	 medical	 education	 that
governments	 have	 made	 compulsory	 throughout	 the	 decades	 of	 their
working	 lives,	 but	 they	 don’t.	 Governments	 need	 to	 think	 about	 forcing
doctors	to	pay,	or	paying	from	state	funds.	There	is	no	need	for	teaching	to
take	place	in	expensive	conference	centres.

What	does	it	mean	to	take	money?
So	now	we	enter	the	closing	pages,	and	there	are	just	a	few	loose	ends	to	mop
up.	Many	of	the	concerns	we’ve	seen	in	the	preceding	pages	revolve	around	one
idea:	people	who	receive	money	from	a	company	might	have	different	views	to
those	who	 don’t.	 This	might	 seem	 like	 an	 obvious	 truth	 to	 you,	 but	 there	 are
plenty	of	people	who	will	angrily	deny	it,	as	 they	write	another	cheque	for	 the
school	fees.	Before	we	close,	I	will	pick	at	this	last	open	sore.
Firstly,	 we	 should	 be	 clear	 about	 what	 a	 conflict	 of	 interest	 means.	 The

broadest	definition	says	that	you	have	a	conflict	of	interest	when	you	have	some



kind	 of	 financial,	 personal	 or	 ideological	 involvement	 that	 an	 outsider	 might
reasonably	think	could	affect	your	reasoning.	It	is	not	a	behaviour,	therefore,	but
rather	a	situation:	to	say	that	you	had	a	conflict	of	interest	doesn’t	mean	that	you
acted	on	it,	but	simply	that	you	had	one,	and	almost	everybody	has	one,	in	one
regard	or	another,	depending	on	how	you	draw	the	lines.
For	example:	I	don’t	accept	medical	training	sponsored	by	the	pharmaceutical

industry,	I	don’t	do	research	or	promotional	work	for	industry,	I	don’t	see	drug
reps,	 I’ve	 never	 been	 a	 KOL,	 or	 been	 flown	 anywhere	 nice	 with	 a
pharmaceutical	company.	For	 the	easy	 things,	of	medicine	and	academia,	 it’s	a
simple	story.	But	if	we	broaden	out,	to	the	entirely	unpoliced	world	of	conflict	of
interest	for	popular-science	writers,	then	the	pharmaceutical	industry	could	claim
I’ve	got	an	ideological	position	–	that	they	are	dodgy	–	and	that	I	make	money
from	 selling	 this.	 Of	 course,	 I	 think	 I	 make	 fair	 arguments,	 giving	 a	 clear
unbiased	view	of	 the	evidence	 from	systematic	 reviews,	and	 I	also	don’t	 think
I’d	sell	more	books	by	exaggerating.	But	it	 is	a	conflict	of	interest:	a	situation,
not	a	behaviour.
You	could	also	argue	the	other	way.	For	example,	I	have	received	two	cheques

that	were	partially	 related	 to	 the	pharmaceutical	 industry.	A	decade	ago,	 in	my
twenties,	 the	Guardian	 entered	me	for	 the	2003	Association	of	British	Science
Writers	prize.	I	arrived	on	the	night	and	won:	wandering	drunkenly	to	the	stage,	I
saw	 the	 prize	was	 partly	 sponsored	 by	GSK,	 alongside	 some	 august	 scientific
bodies.	 I	 took	 the	 cheque,	 with	 some	 muttering.	 Then,	 in	 2011,	 I	 gave	 two
unpaid	 talks	 to	 ghostwriters’	 associations,	 explaining	 how	 their	 work	 harms
patients.	I	give	a	lot	of	these	‘lion’s	den’	talks,	to	groups	whose	work	I	criticise	–
angry	quacks,	 journalists,	 academics,	medics,	and	so	on	–	explaining	 the	harm
done	by	their	industries,	and	often	picking	up	good	stories	from	worried	insiders.
When	the	ghostwriters	asked	me	to	give	the	same	talk	a	third	time,	a	day’s	travel
away	 from	London,	 I	 apologised	 and	 said	 I	was	 busy.	 They	 offered	money,	 I
took	 it,	 and	 I	 gave	 the	 same	 talk	 again.	Am	 I	 a	 stooge	 for	 the	 ghostwriters?	 I
hardly	think	so,	but	you	can	disagree.
So	it	is	important,	in	my	view,	to	be	clear	about	the	importance	of	conflict	of

interest,	 but	 also,	 not	 to	 be	 unrealistic	 and	 shrill.	 To	 understand	 how	much	 a
conflict	of	interest	matters,	we	need	one	basic,	simple	piece	of	evidence:	overall,
do	 academics	 and	 doctors	 with	 some	 kind	 of	 major	 interest	 have	 more	 pro-
industry	 opinions	 than	 those	 without?	 We	 have	 already	 seen,	 from	 the	 very
earliest	pages	of	 this	book,	 that	 trials	with	 industry	 funding	are	more	 likely	 to
report	 positive	 results.	 We’re	 now	 talking	 about	 the	 next	 level,	 when	 people



discuss	 the	 findings	 of	 other	 people’s	 trials,	 weigh	 up	 their	 strengths	 and
weaknesses,	 or	 write	 opinion	 pieces,	 editorials	 and	 so	 on.	 In	 these	 kinds	 of
discussion	 papers,	 do	 authors’	 conclusions	 correlate	 with	 the	 extent	 of	 their
industry	funding?	The	answer,	as	you	might	expect,	is	yes.
As	we	have	 seen,	 the	diabetes	drug	 rosiglitazone	has	had	an	 interesting	and

chequered	 history,	 with	 the	 FDA	 and	 the	 manufacturer,	 GSK,	 both	 failing	 to
draw	attention	to	the	fact	that	it	was	associated	with	an	increased	risk	of	grave
cardiac	side	effects.	The	drug	was	recently	taken	off	the	market,	after	billions	of
dollars	of	sales,	because	of	problems	spotted	by	academics	which	the	regulators
had	 failed	 to	 act	 on.	 One	 group	 of	 researchers	 recently	 pulled	 out	 all	 the
academic	papers	discussing	whether	rosiglitazone	is	associated	with	an	increased
risk	of	heart	attack.112	More	specifically,	they	identified	all	202	pieces	citing	and
commenting	 on	 either	 of	 the	 two	 key	 publications	 examining	 this	 question:	 a
meta-analysis	 by	 Steve	Nissen,	which	 showed	 that	 rosiglitazone	 does	 increase
heart	 attacks;	 and	 the	RECORD	 trial,	 which	 suggested	 that	 the	 drug	was	 fine
(although,	 you	 may	 now	 be	 concerned	 to	 hear,	 this	 trial	 was	 stopped	 rather
early).	The	papers	discussing	 these	findings	were	from	every	category	you	can
think	of	–	review	essays,	letters,	commentaries,	editorials,	guidelines	and	so	on.
As	long	as	they	discussed	the	link	between	rosiglitazone	and	heart	attacks,	and
cited	one	of	the	two	papers,	they	were	in.
Around	half	of	 the	authors	had	a	financial	conflict	of	 interest,	and	analysing

the	findings	by	who	said	what	gave	a	dismal	but	predictable	result:	people	who
thought	rosiglitazone	was	safe	(or,	to	be	absolutely	clear,	who	had	a	favourable
view	on	 the	 risk	of	heart	attack	after	 taking	 it)	were	3.38	 times	more	 likely	 to
have	 a	 financial	 conflict	 of	 interest	 with	 manufacturers	 of	 diabetes	 drugs
generally,	and	with	GSK	in	particular,	when	compared	with	people	who	took	a
dim	view	of	the	drug’s	safety.	Authors	who	made	favourable	recommendations
about	using	the	drug	were	similarly	three	and	a	half	times	more	likely	to	have	a
financial	 interest.	When	 the	analysis	was	 restricted	 to	opinion	articles,	 the	 link
was	even	stronger:	people	recommending	the	drug	were	six	times	more	likely	to
have	a	financial	interest.
It’s	important	to	be	clear	about	the	limitations	of	an	‘observational’	paper	like

this,	and	 to	 think	 through	alternative	explanations	 for	 the	observed	correlation,
just	as	we	would	with	a	research	paper	showing,	for	example,	 that	people	who
eat	lots	of	fruit	and	vegetables	live	longer.	People	who	eat	lots	of	vegetables	tend
to	be	wealthier,	and	are	more	likely	to	live	healthier	lives	in	all	kinds	of	different
ways,	many	of	which	have	nothing	to	do	with	eating	vegetables,	so	maybe	that’s



why	they	take	longer	to	die.	Likewise,	in	the	case	of	favouring	rosiglitazone	and
having	a	financial	interest,	maybe	you	buy	stocks	in	a	company,	or	go	and	work
for	 it,	or	 take	a	grant	 from	 it,	after	 you’ve	developed	a	 favourable	view	about
whether	its	treatment	is	good	or	bad.	That	may	be	the	case	for	some	people;	but
in	 the	broader	picture	of	all	 that	we	know	about	how	financial	 interests	 impact
on	behaviour,	 it’s	hard	 to	believe	 that	 the	 findings	are	entirely	 innocent:	and	 it
certainly	 reiterates	 the	 fact	 that	 we	 need	 to	 be	 told,	 in	 detail,	 about	 people’s
financial	dealings	with	these	companies.
How	do	we	deal	with	 this	problem?	 In	 the	most	 extreme	view,	anyone	who

has	 a	 conflict	 of	 interest	 in	 a	particular	 area	 should	be	barred	 from	expressing
any	view	on	it.	Radio	DJs,	after	all,	were	supposedly	forbidden	from	accepting
‘payola’	from	record	companies,	and	their	world	didn’t	collapse	(though	I’m	sure
there	are	other	jollies	for	radio	DJs).
A	straight	ban	raises	interesting	problems,	however.	Firstly,	 in	some	areas	of

medicine	you	might	 struggle	 to	 find	any	experts	at	 all	who’ve	never	done	any
work	with	 industry.	 Here	we	 should	 pause	 for	 a	moment	 to	 remind	 ourselves
what	we	 really	 think	 about	 the	 drug	 industry,	 and	 the	 people	who	work	 in	 it.
Although	 this	 book	 is	 about	 problems,	 my	 goal	 is	 that	 pharma	 should	 be
adequately	 regulated	 and	 transparent,	 to	 the	 extent	 that	 academics	 can	 feel
positive	 and	 enthusiastic	 about	 collaboration	 with	 it.	 There	 is	 no	 medicine
without	 medicines;	 companies	 can	 produce	 great	 products;	 and	 working	 with
people	who	are	 focused	on	completing	a	project	 for	profit,	however	distasteful
you	might	find	some	aspects	of	that	world,	can	be	very	exciting.
It’s	also	odd	to	take	our	frustrations	out	on	individual	doctors	and	academics,

when	they’re	simply	doing	what	governments	have	told	them	to	do	over	the	past
three	decades:	get	out	there	and	work	with	industry.	From	the	1980	Bayh-Dole
Act	 in	 the	USA,	which	helped	academics	register	patents	on	 their	 ideas,	 to	 the
Thatcher	drive	for	‘university	entrepreneurs’,	academics	have	consistently	been
told	they	must	engage	with	industry,	and	find	commercial	applications	for	their
output.	Discounting	all	of	these	academics,	having	pushed	them	to	engage	with
industry,	and	successfully	convinced	some	of	our	finest	minds	to	do	so,	would	be
bizarre.
There	 are	 other	 problems	with	 a	 straight	 ban.	 Even	 if	 you	 can	 find	 experts

with	no	conflicts,	 sometimes	 the	people	you	most	want	 to	hear	 from	are	 those
from	 industry:	 they	might	 have	 special	 inside	knowledge	of	 the	processes	 that
have	 shaped	 new	medicines,	 for	 example.	And	 once	 you	 start	 to	 go	 down	 the
path	of	listening	to	their	commercial	insights,	you	run	up	against	a	new	problem.



Sometimes,	though	this	is	a	very	tricky	area,	it	might	be	useful	to	allow	industry
people	with	huge	conflicts	of	interest	to	speak	discreetly,	without	attribution,	on
something	like	a	medicines	regulatory	committee.
Journalists	know	that	deep	background,	off	the	record,	from	a	source	inside	a

story	 they	 are	 trying	 to	 understand	 can	 be	 extremely	 valuable.	 Sometimes	 an
industry	person	will	speak	more	candidly,	but	unattributably,	to	a	drug	approval
committee	that	doesn’t	publish	its	minutes.	I	was	told	one	story	of	an	honorary
professor	of	medicine,	now	working	full	time	in	drug	development,	standing	up
on	 an	 approvals	 committee	 to	 say,	 ‘Honestly?	 Everyone	 knows	 that	 drug	 is
rubbish,	 it	won’t	 last	 two	years,	 and	 you’d	 save	me	 some	 fuss	 if	 you	 killed	 it
now.’	I’m	not	telling	you	this	to	persuade	you	that	we	should	permit	secrecy	in
regulation:	I	don’t	think	we	should.	I’m	telling	you	so	you	can	know	that	you’ve
thought	it	through	fairly.
On	occasion,	some	journals	have	taken	the	view	that	industry	is	simply	not	to

be	trusted,	even	with	declarations,	and	have	then	made	rules	accordingly.	JAMA,
for	 example,	 decided	a	 few	years	 ago	 that	 it	would	no	 longer	 accept	 industry-
funded	studies	unless	 they	had	an	 independent	statistician	analysing	 the	results
rather	 than	 an	 industry	 one.	 It’s	 an	 interesting	 stipulation	 –	 it	 implies	 that	 the
analysis	 is	where	 the	black	magic	happens	–	 and	 it	 caused	an	 interesting	 fuss.
Stephen	Evans	is	an	eminent	statistician	who	works	in	the	same	building	as	me:
he	 is	 upright,	 an	 expert	 on	 fraud	 detection,	 and	 a	 movingly	 compassionate
Christian	 (truly)	 in	 the	 way	 he	 talks	 about	 the	 dishonest	 academics	 he	 has
exposed.	 He	 argues	 that	 we	 cannot	 simply	 discount	 the	 work	 of	 individual
professionals	out	of	hand,	on	 the	grounds	 that	 there	 is	an	observed	association
between	working	for	industry	and	producing	biased	results:

			 	Suppose	that	a	biomedical	journal	invoked	a	new	policy	requiring	that	all
authors	based	in	western	Europe	or	North	America	would	receive	ordinary
peer	review,	but	authors	from	other	countries	would	receive	a	peer	review
with	 additional	 hurdles.	 This	 policy	 may	 seem	 unfair,	 but	 suppose	 the
journal	claimed	that	research	has	shown	that	there	is	a	greater	prevalence	of
fraud,	 bias,	 and	 sloppy	 work	 among	 papers	 coming	 from	 these	 other
countries.113

I	 think	he’s	probably	 right,	 and	 that	we	should	 judge	each	paper	on	 its	merits,
although	I	do	slightly	wish	he	was	wrong.	It’s	also	interesting	to	note	that	after
JAMA	 brought	 in	 its	 ‘independent	 statistician’	 rule,	 the	 number	 of	 industry-



funded	trials	published	in	its	pages	dropped	significantly.114
In	general,	the	most	common	approach	to	conflict	of	interest	is	that	it	should

be	 declared,	 rather	 than	 outlawed,	 and	 there	 are	 two	 reasons	 for	 pursuing	 this
policy.	 Firstly,	we	 hope	 it	will	 allow	 the	 reader	 to	 decide	whether	 someone	 is
biased;	and	secondly,	it	is	hoped	that	it	might	change	behaviour.	When	I	suggest
that	doctors	should	be	forced	to	tell	their	patients,	with	prominent	notices	in	their
waiting	 rooms	 and	 on	 their	 desks,	 exactly	 what	 companies	 they’ve	 accepted
money	or	services	from,	and	exactly	what	drugs	those	companies	manufacture,
it’s	partly	because	I	think	it	might	elicit	a	small	amount	of	shame.	Sunlight	is	a
very	powerful	disinfectant,	and	has	been	proven	to	be	so	in	many	different	areas.
In	 Los	 Angeles,	 the	 simple	 act	 of	 posting	 every	 restaurant’s	 kitchen	 hygiene
score	 in	 its	 window	 improved	 standards,	 and	 statistics	 on	 car	 safety	 led
consumers	to	demand	safer	cars.
With	 medicine,	 however,	 declaration	 is	 more	 complicated	 than	 a	 single

hygiene	 rating,	 or	 safety	 score,	 because	 it’s	 not	 always	 clear	 what	 should	 be
declared.	Conflict	 of	 interest,	 after	 all,	 goes	well	 beyond	 simple	 drug	 industry
payments	to	individual	doctors.	In	the	US	–	this	will	sound	strange	to	readers	in
the	UK	–	oncologists	get	more	money	if	they	treat	their	patients	with	intravenous
drugs	rather	than	simple	pills:	over	half	a	community	oncologist’s	income	comes
from	 giving	 chemotherapy,	 so	 there	 is	 room	 for	 a	 conflict	 of	 interest.	 Similar
problems	may	arise	in	the	UK,	with	GPs	managing	the	budget	for	their	area,	and
taking	a	profit	from	some	of	the	services	they	provide.	And	similar	problems	can
arise	when	people	are	writing	about	a	treatment	they	provide,	even	where	there
is	 no	 corporate	 involvement,	 simply	 through	 a	 vague	 sense	 of	 professional
allegiance.
One	study,	for	example,	looked	at	whether	academic	papers	said	radiotherapy

was	a	good	idea	for	patients	who’d	had	a	particular	kind	of	tumour	removed,	but
where	 the	 stage	 of	 the	 cancer	 was	 not	 known:	 twenty-one	 out	 of	 twenty-nine
radio-therapists	thought	it	should	be	given,	compared	with	five	out	of	thirty-four
clinicians	from	other	specialities.115	A	similar	bias	has	been	shown	for	surgeons
and	coronary	bypass	operations,	surgeons	and	surgery	for	a	bleeding	ulcer,	and
so	on.	There	has	been	startlingly	bad	behaviour	from	advocates	of	breast	cancer
screening,	who	have	overstated	the	benefits	and	underplayed	the	harms	(such	as
the	medical	 risks	 from	 unnecessary	 procedures	 in	wrongly	 diagnosed	women)
simply	because	they	were	passionately	wedded	to	the	procedure.
Conspiracy	theorists	–	who	are	naturally	attracted	to	the	problems	in	medicine

–	go	further,	and	build	vast	castles	in	the	clouds,	with	huge	interlocking	tales	of



conflicts	 of	 interest.	 For	 them,	 someone	 is	 biased	 for	 all	 time,	 on	 every	 topic,
because	she	has	a	sister	who	works	for	the	government;	or	because	somewhere
in	the	university	where	she	works,	a	person	she	may	never	have	met	has	a	view
on	a	topic	that	the	industry	might	find	favourable.	The	conspiracy	theorists	will
then	 announce	 that	 these	 are	 secrets	 which	 have	 been	 deliberately	 withheld,
when	 in	 reality	 nobody	 could	 possibly	 have	 anticipated	 such	 elaborate	 and
tenuous	fantasies.
So	for	the	most	part,	if	only	because	it’s	practical,	academics	and	doctors	tend

to	 concentrate	 on	 getting	 declarations	 of	 major	 financial	 interests,	 often	 just
within	 the	 past	 three	 years,	 and	 to	 leave	 these	 more	 exotic	 and	 intangible
elements	 alone.	 Some	 do	 go	 further.	 The	 BMJ	 staff	 often	 declare	 their
membership	 of	 political	 parties	 and	 other	 organisations	 –	 which	 is	 great,	 but
when	you	step	away	from	money,	you	drift	into	territory	that	starts	to	feel	like	an
intrusion	 into	 someone’s	 personal	 life;	more	 than	 that,	 as	 things	 become	more
tangential,	 the	 decisions	 about	what	 to	 declare	 become	more	 arbitrary,	 and	 so
perhaps	even	more	misleading,	in	the	selection	of	what	is	declared	and	what	is
not.	 As	 younger	 people	 worry	 less	 and	 less	 about	 their	 Facebook	 security
settings,	perhaps	the	future	will	bring	radical	transparency	for	everyone.
But	we	have	other	 fish	 to	 fry.	Do	people	 take	a	declared	conflict	of	 interest

into	account	when	they	read	someone’s	claims?	The	evidence	suggests	that	they
do.	In	a	trial	from	2002,	three	hundred	readers	were	randomly	selected	from	an
academic	 journal’s	database	and	divided	 into	 two	groups.116	Both	groups	were
sent	a	copy	of	a	short	report	which	described	how	the	pain	from	herpes	zoster,	or
shingles,	could	have	a	substantial	impact	on	patients’	daily	functioning;	but	each
group	got	a	slightly	different	version.	The	readers	in	group	1	saw	a	paper	with
different	 named	 authors	 from	 the	 actual	 ones,	 and	 with	 a	 declaration	 of
competing	 interests,	 stating	 that	 they	were	 employees	 of	 a	 fictitious	 company
treating	the	condition,	and	potentially	held	stock	options	in	it.	Readers	in	group	2
were	 sent	 the	 same	 paper,	 but	 instead	 of	 the	 information	 about	 its	 authors’
employment	 and	 stock	 options,	 it	 had	 a	 statement	 that	 the	 authors	 had	 no
competing	interests.	The	people	in	each	group	were	then	asked	to	rate	the	study,
on	 scales	 of	 one	 to	 five,	 for	 interest,	 importance,	 relevance,	 validity	 and
believability.	 Fifty-nine	 per	 cent	 of	 the	 questionnaires	 came	 back	 (which	 is
remarkably	high),	and	the	results	were	clear:	people	who	were	told	the	authors
had	competing	interests	thought	the	study	was	significantly	less	interesting,	less
important,	less	relevant,	less	valid	and	less	believable.
So	it	is	clear	that	people	care	about	conflicts	of	interest.	And	for	that	reason,



specific	 financial	 relationships	 with	 drug	 companies	 are	 usually	 declared	 on
academic	papers.	This	system	seems	to	operate	reasonably	well,	but	even	when
conflicts	are	clearly	declared,	it	may	only	be	on	the	academic	paper,	and	not	in
the	subsequent	work	derived	from	it,	such	as	guidelines	or	review	papers.	One
study	 from	 2011	 took	 a	 representative	 sample	 of	 meta-analyses	 –	 systematic
summaries	of	 all	 the	 trials	 in	 a	 field	–	 and	 looked	 to	 see	 if	 they	described	 the
conflicts	 of	 interest	 of	 the	 individual	 trials	 they	 summarised.	 Of	 twenty-nine
meta-analyses	 reviewed,	 only	 two	 reported	 the	 funders	 of	 the	 trials	 they
included.117	This	is	clear	evidence	that	the	problem	is	not	paid	forward,	and	that
meta-analyses	–	widely-read	and	influential	documents	–	simply	gloss	over	this
important	issue.
We	should	be	clear	that	declaring	conflicts	is	not	a	final	fix,	and	that	like	any

intervention	 it	 can	 have	 side	 effects	 which	 should	 at	 least	 be	 considered
alongside	 the	 headline	 benefit.	 For	 example,	 some	 have	 argued	 that	 forced
disclosure	 of	 conflict	 of	 interest	 leads	 doctors	 to	 engage	 in	 ‘strategic
exaggeration’,118	 knowing	 that	 their	 utterances	 will	 be	 discounted	 if	 it	 is
believed	that	they	are	acting	as	shills,	and	there	is	some	evidence	for	this	in	the
behavioural	 economics	 literature,	 although	 only	 from	 psychology	 experiments
conducted	under	laboratory	conditions.119	They	may	also	be	affected	by	a	sense
of	‘moral	licensing’:	once	you’ve	declared	your	interest,	you	feel	free	to	let	rip
with	biased	advice,	because	you	know	the	recipient	has	been	warned.	These	are
interesting	ideas:	overall,	I	would	rather	have	disclosure.
But	these	are	details.	I	have	a	strong	suspicion	that	when	you	see	the	scale	of

this	problem	you	might	be	slightly	amazed.	A	recent	survey	in	the	US	looked	at
senior	doctors.	Sixty	per	cent	of	department	heads	were	receiving	money	from
industry	 to	act	 as	 consultants,	 speakers,	members	of	 advisory	boards,	directors
and	so	on.120
ProPublica,	 the	US	non-profit	 investigative	 journalism	 foundation,	 has	 done

an	 astonishing	 piece	 of	 work	 with	 its	 Dollars	 for	 Docs	 campaign,	 creating	 a
huge,	 publicly	 accessible	 database	 of	 payments	made	 to	 doctors.121	 Individual
drug	 companies	 have	 been	 forced	 to	 post	 this	 pooled	 information	 on	 their
websites,	mostly	after	losing	various	legal	cases.	ProPublica	has	now	aggregated
data	on	over	$750	million	 in	payments	 from	AstraZeneca,	Pfizer,	GSK,	Merck
and	many	more.	The	latest	slice	of	data	includes	details	of	dinners:	so	I	can	tell
you	 that	 a	Dr	Emert	 in	West	Hollywood	ate	$3,065	worth	of	 food	paid	 for	by
Pfizer	 in	2010,	 to	 take	 just	one	random	example.122	But	while	 for	me	 this	 is	a
curiosity,	 for	 patients	 and	 others	 in	 the	 US	 this	 database	 has	 produced	 a



remarkable	series	of	insights,	showing	the	power	of	putting	a	lot	of	information
together	in	one	place,	where	it	can	be	searched	and	indexed.	An	individual	can
look	up	 their	 own	doctor,	 and	 see	how	much	 they	pocketed,	 to	 the	horror	 and
anger	of	medics	 across	 the	 country.	And	anyone	 can	 look	up	whole	groups	of
doctors,	to	see	what	horrors	lie	beneath:	overall,	17,700	doctors	received	money,
and	384	got	more	than	$100,000.
What’s	more,	universities	around	the	country	seemed	to	have	little	idea	what

was	 happening	 on	 their	 own	 premises,	 until	 the	 data	 was	 presented	 to	 them
clearly.	When	the	University	of	Colorado,	Denver,	saw	that	over	a	dozen	of	its
senior	academics	were	giving	paid	promotional	 talks	 for	pharma,	 it	 launched	a
complete	overhaul	of	its	conflict-of-interest	policies.123	The	Vice	Chancellor	was
unambiguous:	 ‘We’re	going	 to	 just	have	 to	say	we’re	not	going	 to	be	 involved
with	 these	 [CME]	 speakers’	 bureaus,	 because	 they’re	 primarily	marketing.’	 In
some	 places,	 university	 policy	 was	 being	 routinely	 ignored.	 Five	 faculty
members	at	Stanford	were	shown	to	be	taking	money	to	give	industry-sponsored
lectures,	and	had	disciplinary	cases	launched	against	them.124
The	database	also	made	it	possible	to	see	what	kinds	of	characters	were	being

paid	 by	 industry.125	 By	 cross-checking	 the	 doctors	 who	 had	 taken	 the	 most
money	 against	 records	 of	 disciplinary	 proceedings,	 in	 just	 the	 fifteen	 biggest
states,	ProPublica	found	250	doctors	with	sanctions	against	them	for	issues	such
as	 inappropriate	 prescribing,	 having	 sex	with	 patients,	 or	 providing	 poor	 care;
twenty	doctors	with	 two	or	more	malpractice	 judgements	 or	 settlements;	FDA
warnings	 for	 research	 misconduct;	 criminal	 convictions,	 and	 more.	 Three
different	 drug	 companies	 paid	 one	 rheumatologist	 $224,163	 over	 just	 eighteen
months	 to	 deliver	 talks	 to	 other	 doctors,	 even	 though	 the	 FDA	 had	 earlier
ordered	 him	 to	 stop	 ‘false	 or	 misleading’	 promotion	 of	 a	 painkiller	 called
Celebrex,	saying	he	had	minimised	its	risks	and	promoted	it	for	unlicensed	uses.
Eli	Lilly	paid	a	pain	doctor	$84,450	over	a	year,	although	he	was	censured	by	his
medical	 board	 for	 performing	 unnecessary	 and	 invasive	 nerve	 procedures	 and
tests	on	his	patients.	Eli	Lilly	and	AstraZeneca	paid	$110,928	 to	a	doctor	who
admitted	 unethical	 and	 unprofessional	 conduct	 over	 allegations	 of	 improper
prescribing	of	addictive	painkillers,	 receiving	several	years’	probation	from	his
medical	board.	And	so	on.	Most	companies	admitted	 that	 they	never	check	for
this	kind	of	thing.	It’s	a	pretty	damning	judgement	on	the	doctors	and	companies
operating	in	this	dark	corner	of	medicine.
Remarkably,	 this	 transparency	 seems	 to	be	 changing	behaviour,	 and	 there	 is

already	some	evidence	that	industry	payments	to	doctors	have	begun	to	fall	since



they	have	become	more	visible	 to	patients	and	 the	public	 through	ProPublica’s
site.126	 It’s	 disappointing,	 in	 some	 respects,	 to	 think	 that	 doctors’	 behaviour
should	 be	 affected	 simply	 by	whether	 their	 patients	 can	 find	 out	what	 they’re
doing,	but	for	many	that	seems	to	be	the	reality,	and	we	should	at	least	applaud
their	 change	 of	 heart.	 So	 Veena	 Antony,	 a	 professor	 of	 medicine,	 received	 at
least	$88,000	from	GSK	during	2009	to	give	promotional	talks.127	Now	she	says
she	has	given	them	up,	wary	of	what	patients	might	think:	‘You	don’t	even	want
the	appearance	that	[you]	might	be	influenced	by	anything	that	a	company	gave.’
Her	 anxiety	 tells	 a	 wider	 story:	 many	 doctors	 are	 worried	 about	 how	 the

public	might	react	to	this	kind	of	information,	especially	in	a	health-care	market
like	the	US,	where	patients	can	exert	a	lot	of	choice.	When	you	take	a	drug,	you
want	to	know	that	it’s	the	safest	and	most	effective	treatment,	chosen	for	you	on
the	basis	of	the	best	possible	evidence.	Informed	consumers	might	avoid	doctors
who	accept	industry	teaching	and	hospitality,	because	these	have	been	shown	–
as	 you’ve	 now	 seen	 –	 to	 change	 the	 decisions	 that	 doctors	 make	 for	 their
patients.	 In	 the	US,	 a	new	 law	called	 the	Sunshine	Act	will	 shortly	 come	 into
force,	and	it	will	make	lots	more	information	available,	so	that	patients	can	find
out	about	their	own	doctor’s	involvement	with	industry.
You	could	be	forgiven	for	believing	that	we	are	about	to	enter	the	same	era	of

radical	 transparency	 in	 the	 UK,	 with	 patients	 able	 to	 make	 informed	 choices
about	whether	their	own	doctor	is	independent	and	trustworthy.	From	2013,	after
all,	a	new	UK	ABPI	code	of	practice	says	that	all	drug	companies	must	publicly
declare	how	much	money	they	have	paid	to	doctors	for	their	services:	this	figure
includes	 speakers’	 fees,	 consultancies,	 advisory	 board	 memberships	 and
sponsorship	for	attending	meetings.	It’s	a	move	that	has	been	greeted	with	huge
fanfare,	 and	 claims	 that	 it	 heralds	 a	 new	 era	 in	 transparency.128	 Celebratory
headlines	have	exclaimed:	‘Drug	Companies	 to	Declare	All	Payments	Made	to
Doctors	from	2012’.
But	even	if	we	excuse	the	way	the	starting	date	for	 this	new	era	has	already

slipped	 back	 in	 time,	 inexplicably,	 from	 2012	 to	 2013	 since	 it	 was	 first
announced,	the	new	code	faces	a	much	bigger	problem.	Because	it	is	yet	another
fake	fix,	and	although	it’s	the	last	we	will	see	in	this	book,	it	follows	the	same
familiar	 pattern	 of	 everything	 we’ve	 seen	 already,	 from	 the	 International
Committee	 of	 Medical	 Journal	 Editors	 promising	 it	 would	 only	 publish	 pre-
registered	trials	(they	didn’t	stick	to	it,	though	everybody	acted	as	if	the	problem
was	fixed,	p.51),	 through	 the	FDA’s	new	rules	demanding	publication	within	a
year	(not	enforced,	though	everybody	acts	as	if	the	problem	is	fixed,	pp.52–3),	to



the	European	Union’s	bizarre	clinical	 trials	 register	 (a	 transparency	 tool	whose
content	has	been	kept	secret	for	almost	a	decade,	p.52),	and	so	many	more.
To	 understand	why	 this	 code	 is	 so	 flawed,	 you	 have	 to	 dig	 deeper	 than	 the

news	coverage,	because	in	reality	the	ABPI	has	defined	‘Declare	All	Payments
Made	to	Doctors’	with	such	elaborate	sophistry	and	wiliness	that	 it’s	genuinely
difficult	 to	 explain	 its	plan	briefly,	 in	plain	English:	 the	 reality	 is	 too	 far	 from
what	 any	 sensible	 person	 would	 expect.	 The	 code	 simply	 requires	 that
companies	 declare	 the	 total	 amount	 they’ve	 paid	 to	 all	 doctors.	 Is	 that	 clear
enough?	No:	 it	makes	 it	 sound	as	 if	drug	companies	will	be	saying	how	much
they	paid	 to	each	doctor,	because	 that	would	be	 the	obvious	 thing	 to	do.	But	 I
said	‘all	doctors’?
I’ll	 try	 again:	 each	 company	must	 simply	 declare	 two	 numbers,	 on	 a	 single

piece	of	paper,	and	that	 is	all.	One	number	is	 the	total	amount	of	money	it	has
paid	to	all	doctors	in	the	UK	over	that	year,	all	rolled	up	into	one	big	figure,	of
however	 many	 tens	 of	 millions	 of	 pounds;	 the	 other	 number	 is	 how	 many
separate	payments	have	been	made.	Is	that	clear	yet?	It	might	be	easier	with	an
example.	Imagine	one	drug	company	paid	£10,000	to	a	Dr	Shill,	£20,000	to	a	Dr
Stooge,	and	998	other	 similar-sized	payments	 to	another	998	different	doctors.
All	 it	 will	 tell	 you	 at	 the	 end	 of	 the	 year	 is:	 ‘We	 paid	 out	 £12	 million,	 split
between	1,000	doctors’.
This	is	meaninglessly	uninformative,	and	tells	us	nothing	at	all.
Could	we	build	a	database	ourselves,	from	scratch?	In	reality,	no,	because	we

lack	a	culture	of	transparency	and	litigation	around	drug	companies,	so	there	is
no	 legal	 framework	 for	 obtaining	 the	 kind	 of	 information	 that	 ProPublica	 has
curated.	 It	 is	 possible	 to	 try	 to	 work	 out	 which	 academic	 doctors	 have	 taken
money,	very	crudely,	from	the	declarations	that	individual	doctors	and	academics
make	at	the	end	of	each	academic	paper,	but	these	are	only	made	at	all	if	they	are
relevant	 to	 the	specific	 research	area	of	 that	 single	study.	As	a	 result,	 sourcing
information	from	here	would	produce	an	incomplete	patchwork	of	declarations;
and	what’s	more,	these	declarations	rarely	give	any	figures.	Since	some	people
simply	work	 for	 every	 company,	 giving	 an	 impression	 of	 universal	 obligation
without	favouritism,	this	can	be	very	misleading	(but	has	the	added	advantage	of
making	you	look	like	a	very	popular	expert).
Sourcing	 information	 from	 the	 declarations	 on	 academic	 papers	would	 also

tell	you	nothing	about	 the	huge	number	of	doctors	who	do	no	academic	work,
but	 who	 see	 patients,	 and	 are	 senior	 key	 opinion	 leaders	 in	 their	 local	 or
professional	area,	and	who	are	being	paid	large	sums	by	drug	companies	to	teach



other	doctors;	it	would	tell	you	nothing	about	clinicians	who	accept	hospitality;
and	it	would	tell	you	nothing	about	whether	your	GP	sees	drug	reps,	or	accepts
money	to	attend	conferences.	Essentially,	we	know	nothing	about	which	doctors
take	what.
What	 we	 need,	 ideally,	 is	 a	 centrally	 held	 register	 of	 personal	 or	 financial

interests	 in	 the	 pharmaceutical	 industry:	 it	 could	 be	 voluntary,	 or	 it	 could	 be
compulsory,	and	people	have	recommended	for	years	that	one	should	be	created,
but	it	has	never	happened.	You	might	note	that	the	most	senior	figures	in	medical
politics	 –	 the	 people	with	medals,	 on	 the	Royal	College	 committees	 –	 are	 the
people	who	would	have	to	drive	this	through,	and	they	are	often	the	very	people
receiving	the	greatest	income	from	industry	work.
Doctors	 reading	 this	would	 do	well	 to	 note	 a	 lesson	 that	 has	 been	 learnt	 in

recent	years	by	journalists	over	phone	tapping,	and	by	MPs	over	their	expenses:
just	because	you	think	something	is	normal	–	just	because	everyone	you	know	is
doing	 it	 –	 that	 doesn’t	 mean	 outsiders	 will	 agree,	 when	 they	 find	 out.	 In
Germany,	following	an	investigation	by	Stern	magazine,	the	police	searched	four
hundred	drug	reps’	flats	and	2,000	medical	premises,	 finding	that	doctors	were
routinely	accepting	money	and	gifts	(as	we	know).	In	2010	two	German	doctors
were	 convicted	 and	 sentenced	 to	 a	 year	 in	 prison	 for	 accepting	 bribes	 to
prescribe	one	company’s	drugs,	on	the	grounds	that	this	defrauded	the	insurance
company	 that	was	ultimately	paying	 for	 the	 treatment.129	Sixty-six	per	cent	of
fraud	cases	in	America	involve	the	pharmaceutical	industry,	and	concern	either
marketing	or	pricing	issues.130	Pfizer	has	agreed	to	pay	over	$60	million	to	settle
a	foreign	bribery	case	in	the	US	courts,	and	several	other	drug	companies	are	in
the	spotlight	for	similar	charges.	The	things	that	doctors	have	always	regarded	as
normal	are	gradually	giving	rise	to	serious	prosecutions.
But,	of	course,	it’s	not	just	doctors	and	academics	who	can	have	conflicts	of

interest:	and	this	is	the	final	part	of	our	long,	sorry	story.
Firstly,	these	issues	extend	beyond	medicine.	In	October	2011	the	Australian

newspaper	 began	 a	 ‘Health	 of	 the	Nation’	 series,	 sponsored	 by	 the	Australian
Medicines	Industry.131	Money	is	given	to	newspapers	like	this	to	buy	goodwill,
to	build	 closer	 relations,	 and	 to	make	 it	 harder	 for	 them	 to	be	awkward	 in	 the
future.	Since	newspapers	have	no	culture	of	declaring	such	donations,	there’s	no
standard	 slot	 for	 doing	 so	 at	 the	 bottom	 of	 the	 article,	 as	 you’d	 find	 in	 an
academic	journal,	so	they	often	go	unmentioned,	much	like	the	free	holidays	for
travel	writers.	On	top	of	that,	journalists	are	frequently	paid	by	drug	companies
to	 attend	 academic	 medical	 conferences,	 with	 hotel	 and	 flights	 provided,	 and



asked	 to	 attend	 promotional	 events	 while	 they’re	 there,	 in	 exchange.	 I	 have
names	that	I	will	give	you	socially,	but	not	in	print	(just	know	that	I	have	a	list).
But	more	 than	 that,	 this	 problem	 extends	 to	 the	 heart	 of	 the	most	 powerful

institutions	in	medicine,	which	can	often	become	dependent	on	industry	for	core
support	 and	 funding.	 This	 is	 well	 illustrated	 by	 a	 small	 recent	 case	 from	 the
PMCPA,	where	 the	hospital	 representative	from	Lilly	became	frustrated	with	a
diabetes	 consultant,	 who	 kept	 prescribing	 another	 company’s	 drugs.	 ‘We	 are
basically	 paying	 you	 to	 use	 Novo	 Nordisk’s	 insulin,’	 he	 complained,	 before
explaining	 that	 funding	 for	 an	 educational	 post	 in	 the	 doctor’s	 institution	was
soon	 to	 be	 ‘reviewed’	 by	 the	 Lilly	 Grants	 and	 Awards	 Committee,132	 and
probably	 cut,	 since	 the	 managers	 had	 noted	 that	 the	 doctor	 was	 failing	 to
prescribe	their	drug.
Such	funded	positions	are	extremely	widespread.	Of	course	they	are:	they	are

the	 bread	 and	 butter	 of	 medical	 academia,	 because	 the	 vast	 majority	 of	 trials
research	is	funded	by	industry,	and	much	of	it	is	situated	in	universities.	Do	all	of
these	 posts	 come	 with	 menaces?	 Of	 course	 not.	 At	 the	 extremes	 there	 are
terrifying	scandals	–	famous	cases	of	people	such	as	David	Healy,	Nancy	Oliveri
and	others	–	where	doctors	have	been	pushed	out	of	a	university	job	because	of
criticisms	 they	 made	 of	 companies.	 As	 a	 young	 doctor,	 at	 the	 early	 and
unglamorous	 early	 phase	 of	 a	 clinical	 academic	 career,	 I	 should	 probably	 be
more	afraid	 than	I	am.	But	 the	 fate	of	occasional	 individuals	who	speak	out	 is
only	part	of	 the	problem.	The	 real	 story	here	 is	hidden	 from	view:	 the	doctors
and	academics	who	read	stories	of	overt	bullying	and	decide	never	 to	pressure
their	head	of	department,	never	to	disappoint	a	funder,	never	to	raise	a	concern
about	 the	 appropriateness	 of	 a	 particular	 engagement	 with	 industry,	 in	 their
academic	 unit.	 In	 every	 case,	 you	 can	 be	 sure	 it	 was	 dressed	 up	 in	 the
individual’s	mind	as	a	small	concession,	necessary	to	keep	a	broader	project	on
track,	for	the	good	of	the	department,	of	the	patients,	of	everyone.
Beyond	universities,	there	are	other	important	institutions	in	medicine,	such	as

membership	organisations	and	the	professional	bodies,	which	all	have	their	own
engagements	with	industry.	Here	are	some	fairly	random	pickings	from	around
the	world.	 In	America	 in	2009,	 the	Heart	Rhythm	Society	received	$7	million,
half	 of	 its	 revenue,	 from	 industry.133	 The	 American	 Academy	 of	 Allergy,
Asthma	and	 Immunology	 took	40	per	cent	of	 its	 income	from	industry.134	The
American	Academy	of	Pediatrics	officially	supports	breastfeeding,	but	receives
about	 half	 a	 million	 dollars	 from	 Ross,	 manufacturers	 of	 Similac	 infant
formula135	(Ross’s	logo	even	appears	on	the	cover	of	the	AAP’s	‘New	Mother’s



Guide	to	Breast	Feeding’).	The	British	Journal	of	Midwifery	 runs	adverts	 from
powdered	 baby-milk	 manufacturers,	 and	 baby-milk	 companies	 run	 ‘training
days’	for	midwives	in	hospitals	around	the	UK,	which	are	well	attended,	because
they	are	free.	The	American	Academy	of	Nutrition	and	Dietetics	is	sponsored	by
Coca-Cola.136	 In	2002	 the	American	College	of	Cardiology	 thanked	Pfizer	 for
$750,000,	Merck	for	$500,000,	and	so	on.137
Payments	 to	 these	groups	will	not	be	covered	by	 the	Sunshine	Act	 in	2013,

and	for	their	equivalents	in	the	UK,	there	is	no	law	to	help	us	see	what	lies	on
the	balance	sheets.	It’s	a	very	troubling	state	of	affairs,	and	this	is	not	simply	an
aesthetic	 concern:	 these	 organisations	 run	 conferences	 that	 are	 internationally
attended,	and	set	ethical	norms	for	their	members.	More	than	that,	they	make	the
guideline	 documents	which	 are	 followed	 around	 the	world,	 and	 creating	 these
often	requires	subjective	judgement	calls,	especially	where	the	evidence	is	thin.
One	study	asked	192	authors	on	forty-four	guidelines	documents	if	they	received
money	from	industry,	and	on	average	four	out	of	five	said	yes.138
This	 problem	 is	 vast	 and	 complex,	 and	 it	won’t	 go	 away.	We	need	 to	 think

very	carefully	about	how	to	manage	it.

What	can	be	done?

1.	 All	doctors	should	declare	all	payments,	gifts,	hospitality,	free	teaching	and
so	 on,	 to	 their	 patients,	 to	 colleagues,	 and	 to	 a	 central	 register.	 The
conventional	 cut-off	 is	 for	 everything	within	 the	 past	 three	 years,	 but	we
could	 consider	 making	 it	 longer.	 We	 should	 display	 the	 contents	 in	 our
clinics,	to	our	patients,	and	let	them	decide	if	such	activities	are	acceptable.

2.	 Drug	 companies	 should	 declare	 all	 payments	 to	 doctors	 to	 a	 central
database,	 naming	 each	 doctor,	 and	 giving	 the	 amount	 paid	 to	 them,	 and
what	 it	 was	 for.	 This	 will	 permit	 cross-checking	 and	 make	 declarations
easier.

3.	 Governments	 should	 create	 a	 publicly	 accessible	 national	 database	 of
payments	by	companies	to	doctors,	and	make	it	compulsory	for	doctors	and
companies	 to	 declare	 everything	 to	 it.	Until	 they	 do,	 someone	 else	 could
make	a	voluntary	one.

4.	 The	US	Sunshine	Act	 is	 a	good	 starting	model	 for	 legislation:	 companies
will	be	compelled	to	declare	who	they	gave	money	to,	how	much,	and	on
what	 date;	 but	 also	 what	 drug	 the	 payment	 related	 to.	 This	 information,
displayed	by	doctors	in	waiting	rooms,	would	be	just	fine.



5.	 Conflict-of-interest	 policies	 vary	 hugely	 between	 institutions,	 and	 have
never	been	reviewed	in	the	UK.	In	the	US	this	work	has	been	done	by	the
American	 Medical	 Students	 Association.	 Its	 website,
www.amsascorecard.org,	 is	 a	 model	 to	 us	 all:	 it	 grades	 over	 a	 hundred
institutions	 on	 their	 conflict-of-interest	 policies	 for	 gifts,	 consulting,
speaking,	disclosure,	samples,	drug	reps,	industry	support	for	education	and
so	 on,	 using	 a	 transparent	methodology	 and	 giving	 a	 summary	 grade	 for
each	institution,	from	A	to	F.	Honestly,	I	feel	weepy	when	I	look	at	it.



AFTERWORD:	BETTER	DATA

You	may	be	feeling	overwhelmed,	and	I	couldn’t	blame	you.	We	should	take	a
moment	 to	 recap,	 to	 think	 about	 how	 an	 industry	 executive	 would	 defend
themselves,	and	then	work	out	how	to	fix	things.
For	 me,	 missing	 data	 is	 the	 key	 to	 this	 whole	 story.	 Bad	 behaviour	 in

marketing	 departments	 is	 unpleasant,	 but	 it’s	 the	 one	 thing	 that	 has	 already
received	 public	 condemnation,	 because	 the	 issues	 are	 tangible,	 with	 covert
payments,	misleading	messages,	and	practices	that	are	obviously	dishonest,	even
to	the	untrained	eye.	But	for	all	that	they	may	be	disappointing,	these	distortions
can	be	overcome	by	any	good	doctor.	If	you	go	straight	to	the	real	evidence,	and
read	systematic	reviews	of	good-quality	trials,	then	all	the	distortions	and	spin	of
drug	 reps	 and	 ‘key	opinion	 leaders’	 are	nothing	more	 than	wasteful,	 irrelevant
noise.
Missing	data	is	different,	because	it	poisons	the	well	for	everybody.	If	proper

trials	are	never	done,	if	trials	with	negative	results	are	withheld,	then	we	simply
cannot	 know	 the	 true	 effects	 of	 the	 treatments	 that	we	 use.	Nobody	 can	work
around	this,	and	there	is	no	expert	doctor	with	special	access	to	a	secret	stash	of
evidence.	With	missing	data,	we	are	all	 in	 it	 together,	 and	we	are	all	misled.	 I
will	say	this	only	once	more,	but	I	think	it	bears	repeating:	evidence	in	medicine
is	not	an	abstract	academic	preoccupation.	Evidence	is	used	to	make	real-world
decisions,	and	when	we	are	fed	bad	data,	we	make	the	wrong	decision,	inflicting
unnecessary	pain	and	suffering,	and	death,	on	people	just	like	us.
In	a	moment,	we	will	look	at	what	can	be	done:	because	there	are	some	simple

fixes	that	would	put	all	this	behind	us,	and	hugely	improve	patient	care,	globally,
at	almost	no	cost,	if	patients	and	politicians	were	willing	to	fight	for	them.	But
before	 that,	 I’d	 like	 to	 look	 at	 what	 the	 pharmaceutical	 industry	 will	 say	 in
response	to	this	book.



Firstly,	I’m	sure	–	perhaps	after	some	dismissive	personal	smears	–	there	will
be	 accusations	 of	 cherry-picking.	 People	 will	 claim,	 incorrectly,	 that	 I	 have
focused	 on	 rare	 and	 exceptional	 cases.	 On	 this,	 I	 would	 encourage	 you	 to
remember	 how	 much	 of	 this	 book	 is	 based	 on	 systematic	 reviews,	 which
summarise	all	of	the	evidence	ever	collected	on	a	given	question.	Go	back	and
check,	 if	 you	 like.	 Our	 best	 estimate	 was	 that	 half	 of	 all	 clinical	 trials	 go
unpublished,	and	that	doesn’t	come	from	a	story,	or	an	anecdote:	it	comes	from
the	most	 current	 systematic	 review,	 containing	 the	 results	 of	 every	 study	 ever
conducted	 on	 this	 issue.	Where	we	 have	walked	 through	 individual,	 shameful
cases	–	like	paroxetine,	or	Tamiflu,	or	Orlistat	–	it	was	only	to	put	narrative	meat
on	these	very	ugly	bones.
So	I	am	confident	that	you	will	agree,	from	the	evidence	set	out	in	this	book,

that	 these	 are	 systemic	 problems;	 and	 that	 it	 would	 be	 shameful,	 or	 even
dishonest,	simply	to	dismiss	them.	What’s	more,	where	the	evidence	is	lacking	–
and	this	isn’t	often	–	I	have	been	clear,	and	I	have	set	out	what	work	is	needed	to
fill	those	gaps.	For	example:	lectures	from	key	opinion	leaders	paid	by	industry
are	 one	 of	 the	 most	 significant	 ways	 in	 which	 qualified	 doctors	 are	 educated
today,	and	two	decades	ago	‘mystery	shopper’	research	found	that	these	lectures
are	systematically	biased.	The	fact	that	this	work	hasn’t	been	repeated	in	the	past
five	years	should	be	a	source	of	shame	for	 the	 industry	and	for	my	profession.
It’s	not	a	cause	for	celebration,	and	it	certainly	doesn’t	exonerate	anyone.
As	 their	 next	 tactic,	we	 can	 be	 sure	 –	 because	we’ve	watched	 them	do	 this

already	 –	 that	 people	 from	 industry	will	 point	 to	 their	 guidelines.	 Look	 at	 all
these	miles	and	kilograms	of	rules,	these	vast	offices	filled	with	regulators:	this
is	 one	 of	 the	 most	 closely	 monitored	 industries	 in	 the	 world,	 they	 will	 say,
drowning	in	red	tape.	But	we	have	proved,	I	think,	that	these	regulations	simply
do	not	do	their	job.	The	rules	on	registering	trials	were	ignored;	the	FDA	rules
on	posting	results	within	a	year	have	only	been	obeyed	for	a	fifth	of	 trials;	 the
ICMJE	regulations	on	ghostwriting	–	absurdly	–	permit	ghostwriting;	and	so	on.
These	regulations	have	been	tested,	and	they	have	been	shown	to	fail.
But	the	most	dangerous	tactic	of	all	is	the	industry’s	enduring	claim	that	these

problems	are	all	in	the	past.	This	is	deeply	harmful	because	it	repeats	the	insult
of	all	 the	fake	fixes	we	have	seen	throughout	this	book:	and	it	 is	 this	recurring
pattern	of	flat	denial	that	allows	the	problems	to	persist.
The	clearest	window	onto	this	strategy	comes	from	the	industry’s	response	to

its	most	recent	public	scandal.	In	July	2012,	GSK	received	a	$3	billion	fine	for
civil	and	criminal	fraud,	after	pleading	guilty	to	a	vast	range	of	charges	around



unlawful	promotion	of	prescription	drugs,	and	failure	to	report	safety	data.	The
full	list	of	charges	and	evidence	is	vast	–	you	can	browse	it	all	at	the	Department
of	Justice	website	–	but	 the	methods	 they	used	will	be	very	familiar	 to	you	by
now.
GSK	 bribed	 doctors	 with	 gifts	 and	 hospitality;	 it	 paid	 doctors	 millions	 of

dollars	to	attend	meetings,	and	to	speak	at	them,	in	lavish	resorts;	it	used,	in	the
justice	 department’s	 own	words,	 ‘sales	 representatives,	 sham	 advisory	 boards,
and	supposedly	independent	Continuing	Medical	Education	(CME)	programs’.	It
withheld	data	on	the	antidepressant	paroxetine.	It	engaged	in	off-label	promotion
and	 kickbacks	 for	 the	 asthma	 drug	 Advair,	 the	 epilepsy	 drug	 Lamictal,	 the
nausea	drug	Zofran,	Wellbutrin,	and	many	more.	On	top	of	all	this,	it	made	false
and	misleading	claims	about	the	safety	profile	of	its	diabetes	drug	rosiglitazone;
it	 sponsored	 educational	 programmes	 suggesting	 there	 were	 cardiovascular
benefits	 from	 the	 drug,	 when	 in	 reality	 even	 the	 FDA	 label	 said	 there	 were
cardiovascular	 risks;	 and	 most	 damningly	 of	 all,	 between	 2001	 and	 2007,	 it
withheld	safety	data	on	rosiglitazone	from	the	FDA.1
Industry	spokespeople	first	said	that	 these	issues	did	not	relate	 to	practice	 in

the	UK.	But	that	is	not	true.	GSK	is	a	UK	company,	with	a	UK	head.	In	‘Exhibit
Six’	 of	 the	 US	 court	 documents,	 you	 will	 find	 a	 collection	 of	 media	 stories,
presented	because	they	arise	from	off-label	promotion	of	GSK’s	drugs.	The	first
story	 is	a	eulogy	for	 the	anti-smoking	drug	Zyban,	 taken	from	the	Guardian,	a
UK	 newspaper,	 and	 written	 by	 Dr	 Roger	 Henderson,	 a	 UK	 GP	 who	 writes
widely	in	UK	newspapers	(visiting	his	website	today,	I	see	that	as	well	as	doing
journalism	 he	 also	 advertises	 his	 services	 as	 a	 PR	 consultant	 to	 the
pharmaceutical	industry).	The	Times,	another	UK	newspaper,	comes	next	in	this
bundle	of	 evidence,	with	 the	headline	 ‘Now	That	 is	 a	Wonder	Drug:	Can	One
Pill	 Ease	 Depression,	 Help	 You	 Lose	Weight,	 and	 Stop	 You	 Smoking?’.	 The
Daily	Mail	asks:	‘Is	This	Anti-Depressant	a	New	Weight-Loss	Drug?’.	The	Sun
carries	a	similar	story.	A	large	part	of	the	GSK	fraud	relates	to	the	mis-selling	of
paroxetine,	which	was	also,	you	will	remember,	 the	subject	of	a	four-year-long
investigation	in	the	UK.
These	 acts	 were	 perpetrated	 on	 our	 soil,	 and	 if	 they	 weren’t	 detected	 here,

that’s	partly	because	we	weren’t	trying	very	hard:	it’s	a	little-known	fact	in	the
UK,	 but	 in	 the	 US,	 corporate	 whistleblowers	 get	 a	 cut	 of	 any	 fines	 that	 are
levied.	 This	 is	 a	 policy	 designed	 to	 incentivise	 people	 to	 come	 forward	 with
evidence	 of	 corporate	 crime,	 and	 it’s	 reasonably	 effective.	 A	 small	 group	 of
whistleblowers	 in	 the	GSK	case	will	now	share	 roughly	$600	million	between



them.	In	the	UK,	whistleblowers	are	sacked	and	silenced.
But	 that	wasn’t	 the	only	 tactic.	Next,	 the	 industry	 claimed	 that	 these	 crimes

were	all	 in	 the	past.	GSK’s	own	press	 release	 said	 they	were	 from	a	 ‘different
era’.	Stephen	Whitehead,	 the	head	of	 the	ABPI	(who	previously	worked	in	PR
for	GSK,	Barclays	 and	 the	 alcohol	 industry),	 said:	 ‘The	global	pharmaceutical
community	 has	 fundamentally	 changed	 during	 recent	 years;	 where	 we	 have
made	mistakes	in	the	past,	we	have	tried	to	rectify	them.’
To	examine	this	claim	–	even	if	we	set	aside	the	vast	amount	of	evidence	in

this	book	–	 it’s	useful	 to	 trace	 the	current	positions	of	 the	people	who	were	 in
senior	roles	at	GSK,	during	the	period	of	proven	fraudulent	behaviour,	and	then
look	 at	where	 they	 are	 now.	Chris	Viehbacher	 of	GSK	was	 singled	 out	 in	 the
court	 ruling:	 he	 is	 now	 CEO	 of	 Sanofi,	 the	 third-biggest	 drug	 company	 in
Europe.	Jean	Pierre	Garnier	was	CEO	of	GSK	from	2000	until	2008,	only	four
years	ago:	he	 is	now	chairman	of	Actelion,	a	Swiss	pharmaceutical	company.2
There	 is	 no	 suggestion	 that	 these	 companies	 have	 been	 involved	 in	 improper
behaviour.	The	court	also	specifically	mentioned	Lafmin	Morgan,	who	worked
at	GSK	in	marketing	and	sales	 for	 twenty	years:	Morgan	was	still	working	for
GSK	in	2010,	just	two	years	ago.3
So	while	GSK	and	the	ABPI	may	claim	that	these	problems	are	in	the	past,	in

reality:	one	of	the	charges	involves	withholding	safety	data	as	recently	as	2007,
on	 a	 drug	 only	 suspended	 from	 the	 market	 in	 2010;	 two	 of	 the	 most	 senior
figures	pulled	out	in	the	court	case	are	at	the	helm	of	pharmaceutical	companies
in	Europe	right	now;	and	another	senior	figure	in	marketing	at	GSK	continued	to
work	for	the	company	until	just	two	years	ago.
It	 doesn’t	 end	 there.	 Richard	 Sykes	 was	 the	 head	 of	 GlaxoWellcome	 from

1995	to	2000,	and	 then	chair	of	GSK	from	2000	to	2002,	when	many	of	 these
fraudulent	acts	 took	place.	He	 is	now	the	chair	of	 Imperial	College	Healthcare
NHS	Trust,	 and	 chair	 of	 the	Royal	 Institution	 in	London,	 the	UK’s	oldest	 and
most	eminent	science	communication	establishment.	That,	more	 than	anything,
is	 a	 clear	 illustration	 of	 the	 extent	 to	 which	 this	 world	 penetrates	 British
academia	and	medicine	to	its	absolute	core.
To	be	clear,	Richard	Sykes	is	not	the	only	example,	and	I	have	been	extremely

restrained	about	naming	medics	on	 the	 industry	payroll,	not	out	of	kindness	or
loyalty,	but	for	the	simple	reason	that	once	you	start,	stopping	becomes	arbitrary.
John	 Bell,	 Oxford	 Professor	 of	 Medicine,	 the	 President	 of	 the	 Academy	 of
Medical	 Sciences,	 is	 on	 the	 board	 of	 Roche,	 which	 is	 still	 withholding
information	on	Tamiflu,	as	you	have	seen.	Mark	Porter,	 from	Case	Notes	with



Mark	Porter	 on	BBC	Radio	 4,	was	 paid	 by	Eli	 Lilly	 to	 present	 their	 ‘disease
awareness	campaign’	videos	around	Cialis.	These	are	meaningless,	banal,	lucky-
dip	examples:	ignore	them,	forget	their	names,	because	they	are	the	norm.
And	 contrary	 to	 the	 spin,	 this	GSK	 fine	was	 no	 isolated	 incident	 either.	 Eli

Lilly	 was	 fined	 $1.4	 billion	 in	 2009	 over	 its	 off-label	 promotion	 of	 the
schizophrenia	 drug	 olanzapine	 (the	US	government	 says	 the	 company	 ‘trained
their	 sales	 force	 to	 disregard	 the	 law’).	 Pfizer	 was	 fined	 $2.3	 billion	 for
promoting	the	painkiller	Bextra,	later	taken	off	the	market	over	safety	concerns,
at	 dangerously	 high	 doses	 (misbranding	 it	 with	 ‘the	 intent	 to	 defraud	 or
mislead’).	Abbott	was	fined	$1.5	billion	in	May	2012,	over	the	illegal	promotion
of	Depakote	to	manage	aggression	in	elderly	people.	Merck	was	fined	$1	billion
in	2011.	AstraZeneca	was	fined	$520	million	in	2010.
These	are	vast	sums	of	money:	Pfizer’s	in	2009	was	the	largest	criminal	fine

ever	 imposed	 in	 the	US,	 until	 it	was	 beaten	 by	GSK.	But	when	 you	 consider
these	 figures	 alongside	 the	 revenue	 for	 the	 same	 companies,	 it	 becomes	 clear
that	they	are	nothing	more	than	parking	tickets.	For	the	period	of	time	covered
by	 the	 $3	 billion	 GSK	 settlement,	 sales	 of	 rosiglitazone	 were	 $10	 billion,
paroxetine	brought	 in	 $12	billion,	Wellbutrin	 $6	billion,	 and	 so	on.4	Here	 is	 a
graph	of	GSK’s	share	price	over	the	past	year:	decide	for	yourself	if	you	can	see
any	impact	from	a	$3	billion	fine	and	criminal	fraud	case	in	July	2012.

So	these	are	not	 isolated	problems,	 they	are	not	on	distant	soil,	and	 they	are
most	definitely	not	a	thing	of	the	past,	because	many	of	them	happened	recently,
and	the	people	concerned	are	all	still	around,	in	very	senior	positions	of	power.
Now,	 let	me	 tell	 you	 something	 from	my	 personal	 life.	 I	 know	people	who

work	 in	 various	 drug	 companies,	 because	 I	 am	 a	 nerd,	 and	 nerds	 work	 in
biotechnology.	 I	 talk	 to	 these	 friends,	 and	people	 I	 trust	 tell	me,	when	 they’re
earnestly	drunk	at	parties,	that	Andrew	Witty,	the	current	head	of	GSK,	who	took



over	 in	2008,	 is	a	 lovely	and	honest	man.	He	wants	 to	do	 the	 right	 thing,	 they
say.	 He	 bangs	 his	 fist	 on	 the	 table	 and	 talks	 of	 integrity.	 And	 I	 am	 entirely
prepared	to	believe	that	this	is	true.
But	it’s	also	completely	irrelevant:	because	this	is	the	serious	global	business

of	health,	affecting	every	single	one	of	us.	We	cannot	allow	the	behaviour	of	the
pharmaceutical	 industry	 to	 swing	 on	 a	 pendulum,	 one	 moment	 dismal,	 one
moment	acceptable,	oscillating	wildly	in	different	companies	at	different	times,
with	 our	 chances	 of	 getting	 proper	 data	 forever	 at	 the	 whim	 of	 whether	 the
person	at	the	top	is	nice.
We	 need	 clear	 regulations,	 with	 clear	 public	 auditing,	 to	 ensure	 that

compliance	is	tested,	and	documented.	And	we	need	it	to	be	applied	muscularly,
to	 everyone,	 without	 exception.	 We	 should	 remember,	 after	 all,	 that	 drug
companies	 compete	 against	 each	 other,	 and	 they	 play	 by	 the	 rules	we	 set	 as	 a
society.	 If	 the	 rules	 permit	 dodgy	 practices,	 then	 companies	 are	 practically
compelled	to	play	dirty,	even	if	the	personnel	know	that	their	actions	are	morally
wrong,	and	even	if	they	want	to	do	the	right	thing.
This	 is	 particularly	well	 illustrated	 by	 a	 recent	 episode	 from	Australia.	 The

government	 commissioned	 a	 lengthy	 review	 on	 how	 to	 regulate	 bad
pharmaceutical	marketing.	 This	 review	made	 clear	 policy	 recommendations	 to
prevent	misleading	 and	 dangerous	 practices,	 and	 those	 new	 regulations	would
have	 brought	 all	 companies	 in	 line	with	 a	 best	 practice	 code	 that	was	 already
followed	by	members	of	Medicines	Australia,	 the	major	 industry	body.	But	 in
December	2011	 the	government	 rejected	 this	 review.	 It	was	going	 to	 leave	 the
industry	 free	 to	engage	 in	dodgy	dealings,	 and	 the	clearest	 criticism	came,	not
from	 campaign	 groups,	 but	 from	 the	 drug	 companies	 themselves.	Why	would
anyone	follow	the	best	practice	 in	 their	voluntary	code	now?	The	press	release
put	out	by	Medicines	Australia	was	brutally	honest:	‘our	member	companies	are
[going	to	be]	disadvantaged	by	doing	the	right	thing’.5
In	a	moment	we	will	look	at	what	good	regulations	would	look	like	in	practice

(it’s	not	a	difficult	problem	to	solve),	and	what	individuals	can	do	to	make	them
happen.	We	will	also,	more	excitingly,	 think	through	the	future	of	medicine,	 in
an	age	of	‘big	data’,	when	evidence	is	cheaper	and	easier	 to	produce	than	ever
before.
But	 before	we	 get	 there,	 we	 need	 to	 remember	 that	 this	 isn’t	 simply	 about

fixing	the	problem,	starting	from	now.	Because	even	if	we	set	aside	the	ongoing
failure	 of	 industry	 and	 regulators	 to	 address	 these	 problems,	 patients	 are	 still
being	harmed,	every	day,	by	the	actions	of	the	pharmaceutical	industry	over	the



past	few	decades.	It’s	not	enough	for	companies	simply	to	promise	change	in	the
future	(and	 they’ve	not	even	delivered	on	 that).	 If	 the	 industry	wishes	 to	make
amends	for	past	crimes,	then	it	needs	to	take	serious	action,	today,	to	reverse	the
ongoing	harm	that	still	results	from	their	previous	behaviour.

Clearing	the	decks

Firstly,	we	need	full	disclosure,	and	I	don’t	say	this	out	of	some	waffly	notion	of
truth	and	reconciliation.	Medicine	today	is	practised	using	drugs	that	have	come
onto	 the	 market	 over	 several	 decades,	 supported	 by	 evidence	 that	 has	 been
gathered	 since	at	 least	 the	1970s.	We	now	know	 that	 this	 entire	 evidence	base
has	 been	 systematically	 distorted	 by	 the	 pharmaceutical	 industry,	 which	 has
deliberately	and	selectively	withheld	 the	results	of	 trials	whose	results	 it	didn’t
like,	while	publishing	the	ones	with	good	results.
A	vague	admission	that	this	happened	is	no	more	than	a	weak	gesture:	it’s	the

very	beginning	of	 a	 journey	back	 to	being	 an	 ethical	 industry.	For	 the	 sake	of
patients,	 we	 need	 every	 single	 hidden	 trial	 to	 be	 made	 available,	 now,	 today.
There	 is	 no	way	 that	we	 can	 practise	medicine	 safely,	 as	 long	 as	 the	 industry
continues	 to	withhold	 this	data.	 It’s	not	enough	 for	companies	 to	 say	 that	 they
won’t	withhold	data	 from	new	trials	starting	 from	now:	we	need	 the	data	 from
older	trials,	which	they	are	still	holding	back,	about	the	drugs	we	are	using	every
day.
This	 material	 is	 held	 in	 old	 salt	 mines,	 in	 secure	 dry	 storage	 archives,	 on

ageing	 disks,	 in	 huge	 clunky	 2002	 laptops,	 and	 in	 cardboard	 boxes.	 Every
moment	 that	 the	 pharmaceutical	 industry	 continues	 to	 hide	 it	 from	 us,	 more
patients	are	harmed:	this	 is	an	ongoing	crime,	against	all	of	humanity,	and	it	 is
happening	under	all	of	our	noses.
What’s	more,	there	is	no	safe	alternative	to	full	disclosure.	Doing	more	trials

won’t	 help:	 trials	 are	 expensive,	 and	 small,	 and	 when	 their	 results	 become
available,	 we	 combine	 them	 with	 the	 existing	 results	 of	 all	 the	 trials	 ever
conducted,	 to	 get	 the	most	 robust	 answer,	 to	 iron	 out	 random	 error	 and	 fluke
results.	If	we	do	more	trials,	we	simply	add	these	to	a	pool	of	data	that	already
exists,	and	has	already	been	polluted.
In	 fact,	 there	 is	 only	 one	 way	 we	 could	 work	 around	 the	 industry	 still

withholding	trials:	we	would	have	to	throw	out	everything,	every	single	trial	that
predates	this	imaginary	moment	when	companies	stop	hiding	results	(which	still



hasn’t	yet	come,	in	any	case),	and	then	start	again.	This	is	an	absurd	suggestion,
but	its	absurdity	is	eclipsed	by	the	men	and	women	who	sit	in	offices	in	the	UK
and	around	the	world,	knowing	full	well	 that	 their	companies	have	 trial	 results
that	they	are	still	deliberately	withholding.	Their	choice	to	continue	withholding
that	data,	right	now,	distorts	prescribing	decisions	and	harms	patients	every	day.
They	sleep	in	their	beds,	just	like	you	and	me.
But	the	need	for	an	amnesty	does	not	end	with	trial	data.
What	are	we	supposed	to	do,	for	example,	with	the	ghost-written	papers	of	the

past?	Commercial	medical	writers	now	admit	publicly	that	this	practice	was	rife
(when	I	ask	 them,	 in	conversation,	 ‘How	can	 it	not	have	seemed	wrong,	when
you	 were	 paying	 academics	 to	 put	 their	 names	 on	 papers?’,	 they	 smile
sheepishly	and	shrug).	The	pharmaceutical	companies,	too,	have	been	forced	to
admit	 that	 they	 did	 this,	 after	 endless	 embarrassing	 revelations	 from	 leaked
documents	 and	 humiliating	 court	 cases	 on	 individual	 drugs.	 But	 these	 are
islands:	we	 have	 no	 idea	 of	 the	 full	 scale	 across	 the	whole	 of	medicine,	 and,
crucially,	we	 have	 no	 idea	which	 academic	 papers	were	 corrupted,	 because	 so
much	of	this	behaviour	went	undeclared.
These	industries	now	accept	that	they	rigged	the	academic	literature,	and	that

this	practice	was	widespread.	That’s	only	partially	useful:	now,	please,	we	need	a
list	of	the	papers	that	were	rigged.	Some	may	need	to	be	formally	retracted,	but
at	the	very	least,	let	us	go	back,	annotate	the	literature,	and	see	which	academic
papers	were	covertly	written	by	paid	 industry	 staff.	Let	us	 see	which	were	 the
product	 of	 undeclared	 publication	 plans.	 At	 the	 very	 least,	 tell	 us	 which
academics	 were	 ‘guest	 authors’,	 who	 contributed	 nothing	 but	 their	 name,	 the
illusion	of	independence,	and	the	reputation	of	their	university,	in	exchange	for	a
cheque.	Tell	us	how	much	money	they	were	paid;	but	most	 importantly,	 tell	us
their	names,	so	we	know	how	to	judge	their	other	work.
Because	 the	 medical	 academic	 literature	 isn’t	 like	 a	 newspaper:	 it’s	 not	 a

transient	 first	 draft	 of	 history,	 or	 tomorrow’s	 chip	 wrapper.	 Academic	 papers
endure.	Many	 of	 the	 studies	 affected	 by	 ghostwriting	will	 still	 be	 regarded	 as
canonical,	 they	will	 be	widely	 cited,	 and	 their	 contents	will	 be	used	 to	 inform
practice	 five,	 ten	 and	 twenty	 years	 from	 now.	 This	 is	 how	 evidence-based
medicine	works,	and	it’s	how	it’s	supposed	to	work:	we	rely	on	the	research	that
has	 been	 published	 in	 order	 to	 write	 textbooks	 and	 make	 decisions.	 It’s	 not
enough	to	say	that	you	won’t	use	dishonest	ghostwriting	practices	in	the	future:
we	all	need	to	know	which	papers	you	rigged	in	the	past,	right	now,	to	prevent
your	actions	from	causing	more	harm.	Patients	deserve	to	know	too.



So,	if	we’re	to	make	any	sense	of	the	mess	that	the	pharmaceutical	industry	–
and	 my	 profession	 –	 has	 made	 of	 the	 academic	 literature,	 then	 we	 need	 an
amnesty:	we	need	a	full	and	clear	declaration	of	all	 the	distortions,	on	missing
data,	ghostwriting,	and	all	the	other	activity	described	in	this	book,	to	prevent	the
ongoing	harm	that	they	still	cause.	There	are	no	two	ways	about	this,	and	there	is
no	honour	in	dodging	the	issue.
But	going	forward,	separately,	we	need	to	be	sure	that	these	practices	will	not

be	repeated.	The	details	of	how	to	do	this	are	set	out	at	the	end	of	each	section
throughout	this	book,	but	the	basics	of	the	wish	list	are	clear.
We	need	to	prevent	badly	designed	trials	from	ever	being	run	in	the	first	place.

We	 need	 to	 ensure	 that	 all	 trials	 report	 their	 results	 within	 a	 year	 at	 the	 very
latest;	 we	 need	 to	 measure	 compliance	 with	 that;	 we	 need	 extremely	 stiff
penalties	 for	 companies	 who	 transgress;	 and	 we	 need	 doctors	 and	 academics
who	collaborate	in	withholding	trial	data	to	be	held	personally	responsible,	and
struck	off.	When	it	comes	to	disseminating	evidence,	we	need	to	make	sure	this
is	 done	 cleanly,	 so	 that	 doctors,	 patients	 and	 commissioners	 of	 health	 services
have	 easy	 access	 to	 unbiased	 summaries	 of	 information.	 It	 is	 clear	 from	 the
evidence	presented	 in	 this	book	 that	 the	pharmaceutical	 industry	does	a	biased
job	 of	 disseminating	 evidence	 –	 to	 be	 surprised	 by	 this	 would	 be	 absurd	 –
whether	 it	 is	 through	 advertising,	 drug	 reps,	 ghostwriting,	 hiding	 data,	 bribing
people,	or	running	education	programmes	for	doctors.	There	is	much	to	fix.
So	what	have	the	great	and	good	of	British	medicine	done	to	help	patients,	in

the	 face	 of	 this	 endemic	 corruption,	 and	 these	 systematic	 flaws?	 In	 2012,	 a
collaborative	document	was	produced	by	senior	figures	in	medicine	from	across
the	board,	called	‘Guidance	on	Collaboration	Between	Healthcare	Professionals
and	 the	 Pharmaceutical	 Industry’.	 This	 document	was	 jointly	 approved	 by	 the
ABPI,	 the	 Department	 of	 Health,	 the	 Royal	 Colleges	 of	 Physicians,	 Nursing,
Psychiatrists,	 GPs,	 the	 Lancet,	 the	 British	 Medical	 Association,	 the	 NHS
Confederation,	and	so	on.
It	contains	no	recognition	of	the	serious	problems	we	have	seen	in	this	book.

In	 fact,	 quite	 the	 opposite:	 it	makes	 a	 series	 of	 assertions	 about	 them	 that	 are
factually	incorrect.
It	 opens	with	 a	 reassuring	 statement:	 ‘Opportunities	may	be	missed	or	 even

rejected	because	of	misconceptions	stemming	from	historical	practices	 that	are
no	longer	acceptable,	or	 the	actions	of	a	few	individuals	 that	are	not	 typical	of
the	working	relationship	between	healthcare	professionals	and	the	industry.’	But
as	we	 have	 seen,	 trials	 that	 are	 ‘disappeared’,	 ghostwriting,	 and	 distortions	 in



marketing	are	all	systemic	problems,	and	they	have	not	been	fixed.
It	goes	on	to	state	that	all	trials	are	subject	to	rigorous	scrutiny,	and	that	their

results	 are	 made	 available	 in	 the	 public	 domain.	 Again,	 we	 know	 that	 this	 is
simply	 not	 true:	 even	 with	 the	 new	 FDA	 legislation	 from	 2007	 demanding
publication	 within	 a	 year,	 on	 pain	 of	 $10,000-a-day	 fines,	 the	 current	 best
estimate	is	that	only	one	in	five	report	within	a	year	(and	no	fine	has	ever	been
levied,	ever).
It	states	that	drug	reps	‘can	be	a	useful	resource	for	healthcare	professionals’.

Again,	 I’m	 not	 sure	 why	 the	 Royal	 Colleges,	 the	 BMA,	 the	 Department	 of
Health	and	the	NHS	Confederation	felt	the	need	to	reassert	this	to	the	doctors	of
the	UK,	on	behalf	of	industry,	when	the	evidence	shows	that	drug	reps	actively
distort	prescribing	practices.	But	 that	 is	 the	battle	you	 face,	 trying	 to	get	 these
issues	taken	seriously	by	the	pinnacle	of	the	medical	establishment.
Even	 the	 details	 are	 peculiar.	 The	 document	 claims	 –	 to	 encourage	 a

favourable	view	of	industry	–	that	 it	costs	£550	million	to	bring	a	new	drug	to
market.	This	mythical	and	overstated	figure	comes	from	an	 industry-sponsored
study,	a	decade	old,	which	made	so	many	bizarre	assumptions	that	it	spawned	a
vast	critical	literature,	and	even	a	popular	book,	The	$800	Million	Pill,	in	2004.
To	give	you	a	flavour	of	how	this	number	was	produced:	they	only	looked	at	a
narrow	range	of	unusually	expensive	drugs;	 they	 ignored	 the	 fact	 that	 research
investment	 is	 tax	 deductible;	 and	 most	 bizarrely,	 they	 even	 factored	 in	 an
‘opportunity	cost	of	capital’	(meaning:	‘we	missed	out	on	earning	money	by	not
investing	our	R&D	budget	in	shares	from	other	companies	that	would	have	gone
up	 in	 value’).	 This	 amounts	 to	 what	 economists	 –	 even	 local	 small	 business
accountants	 –	 would	 call	 ‘double	 counting’,	 because	 R&D	 brings	 financial
rewards	too.	People	have	estimated	the	true	cost	at	a	tenth	of	that	figure	of	£550
million,	or	a	quarter;	but	also,	in	more	industry	studies,	five	times	as	much.	I’m
not	 telling	 you	 this	 to	 open	 up	 another	 complex	 issue:	 I’m	 just	 saying,	 it’s	 a
weird	industry	figure	for	all	these	bodies	to	casually	sign	off	on.
But	I	digress.
Most	 troublingly,	 this	 document,	 signed	 by	 the	 great	 and	 the	 good	 of	 UK

medicine,	 says:	 ‘Industry	 plays	 a	 valid	 and	 important	 role	 in	 the	 provision	 of
medical	education.’	It	says	this,	citing	no	evidence,	in	the	face	of	everything	we
know	about	industry-funded	marketing.
Here,	 I	 should	 be	 clear	 once	 again:	 I	 think	 it	 is	 great	 that	 doctors	 and

academics	and	people	from	industry	should	work	together	on	research	projects.
Medicines	 are	made	 by	 commercial	 organisations,	 that	 is	 the	 reality,	 and	 they



often	produce	good	medicines.	Sharing	research	knowledge,	and	research	needs,
and	 insights,	 and	 patients,	 is	 all	 great,	 within	 a	 meaningful	 and	 audited
regulatory	framework.
The	statement:	 ‘industry	plays	a	valid	and	important	 role	 in	 the	provision	of

medical	education’	is	in	a	completely	different	ballpark.	But	I	am	outgunned	by
the	great	and	the	good	of	UK	medicine,	who	all	signed	off	on	this	document	in
2012,	and	I	will	list	them	again:	the	Department	of	Health,	the	ABPI,	the	Royal
Colleges	 of	 Physicians,	 Nursing,	 Psychiatrists,	 GPs,	 the	 Lancet,	 the	 British
Medical	Association,	and	the	NHS	Confederation.
This	is	how	far	we	are	from	people	in	my	own	profession	developing	insight

into	what	 has	 happened,	 and	what	 needs	 to	 be	 done.	This	 is	why	 I	 need	 your
help.	But	before	we	get	to	what	you	can	do,	there	is	one	final	oddity	for	you.
In	 2012	 it	 was	 announced	 that	 GPs	 will	 be	 expected	 to	 work	 with	 drug

companies	 to	work	 out	 how	 to	 treat	 their	 patients.	 The	ABPI	 has	 drawn	 up	 a
guide	 to	 ‘joint	 working	 agreements’,	 with	 the	 support	 of	 the	 Department	 of
Health,6	and	the	vision	is	clear:	‘Popular	areas	for	joint	working	you	may	wish	to
consider	 include	 identification	of	undiagnosed	patients,	 reviewing	uncontrolled
patients,	 improving	 patient	 adherence	 to	 medicines	 and	 treatment	 pathway
redesign.’
To	place	this	in	context,	it	comes	at	a	time	when	the	structure	of	the	NHS	is

being	dismantled,	and	the	job	of	planning	health	services	is	being	given	to	local
groups	 of	 family	 doctors,	 the	 vast	majority	 of	whom	are	 very	 smart,	 but	 have
little	 or	 no	 training	 and	 experience	 in	 commissioning	 services	 for	 whole
populations	(under	plans	opposed	even	by	the	Royal	College	of	GPs).	Whatever
your	views	on	the	new	NHS	policy,	one	thing	is	clear:	inviting	drug	companies
in	to	design	care	pathways,	at	the	very	time	when	those	are	in	flux,	and	suddenly
being	managed	 by	 people	with	 limited	 commissioning	 experience,	 seems	 very
dangerous.
And	beyond	that:	 inviting	sales	representatives	 in	 to	go	through	your	patient

list,	and	pick	out	 the	patients	 they	 think	should	 receive	 their	company’s	drugs,
exceeds	 almost	 every	 problem	 we’ve	 documented	 so	 far	 around	 the	 dubious
activities	of	drug	reps;	while	reviewing	patients’	progress	with	staff	from	a	drug
company	raises	huge	concerns	about	consent	and	patient	confidentiality.	I	don’t
know	 if	 you	would	 be	 happy	 for	 your	GP	 to	 go	 through	 your	medical	 history
with	the	local	salesperson	from	GSK,	Merck,	Pfizer,	Roche,	or	any	of	the	other
companies	 that	 have	 come	 up	 over	 the	 past	 few	 hundred	 pages.	 I	 think	 you
should	at	least	be	asked.



So	that	is	the	end	of	our	story.
This	mess	has	sat,	hidden	in	plain	sight,	for	lack	of	a	clear	explanation.	It	has

persisted	because	it’s	complex,	and	because	the	people	we	would	normally	trust
to	manage	 such	 technical	 problems	 have	 failed	 us.	 The	 government,	 the	 great
and	the	good	of	medicine	–	the	silverbacks	of	the	Royal	Colleges,	the	faculties
and	the	learned	societies	–	know	everything	that	you	have	just	read.	They	know
full	 well,	 and	 they	 have	 decided,	 for	 their	 own	 reasons,	 that	 they	 are
unconcerned.	In	some	cases,	like	the	regulators,	they	have	actively	conspired	in
the	secrecy.
It’s	 hard	 to	 imagine	 a	 betrayal	more	 elaborate,	 or	more	 complete,	 across	 so

many	institutions	and	professions.	This	is	a	story	of	pay-offs,	of	course,	but	more
than	 that,	 it’s	 a	 story	 of	 complacency,	 laziness,	 banal	 self-interest	 and	 people
feeling	 impotent.	 You	 have	 been	 failed	 by	 the	 people	 at	 the	 very	 top	 of	 my
profession,	for	decades	now,	on	matters	of	life	and	death,	and	as	with	the	banks,
we’re	 suddenly	 discovering	 a	 terrifying	 reality.	 Nobody	 took	 responsibility,
nobody	was	in	control,	but	everybody	knew	something	was	wrong.
We	only	have	one	hope,	though	it	is	a	small	one:	you.

Things	you	can	do

If	 you	 are	 concerned	 by	what	 you	 have	 read	 in	 this	 book,	 then	 here	 are	 some
suggestions	of	things	you	can	do.
There	are	detailed	points	on	what	needs	to	change	at	the	end	of	each	chapter,

which	 I	 hope	 you’ll	 revisit.	 Here	 I	 have	 pulled	 out	 big-picture	 points,	 with
something	for	everyone.	Creating	change	is	a	complex	process,	especially	when
problems	are	diffuse	and	deeply	embedded	in	the	culture	of	powerful	industries
and	 professions:	 the	 people	 who	 need	 to	 be	 lobbied	 are	 doctors	 and	 patient
groups,	as	much	as	politicians,	and	this	is	reflected	below.

Everyone
The	 first	 thing	 you	might	 do	 is	 write	 to	 your	 doctor,	 or	 briefly	mention	 your
concerns	when	 you	 see	 them.	 To	 be	 clear:	 I	 don’t	 think	 it	 is	 helpful	 to	waste
valuable	individual	clinical	time	on	political	conflict	with	your	doctor.	However,
if	doctors	know	that	their	patients	are	concerned	about	these	issues,	they	will	be
more	inclined	to	take	them	seriously,	and	it	is	enough	to	do	this	in	passing.	Many
are	 already	 very	 ethical	 on	 these	 issues	 anyway,	 and	 so	 they	 may	 find	 your



concerns	heartening.	Here	are	some	things	you	may	wish	to	do:

You	may	wish	to	ask	a	question:
For	example,	you	might	want	to	know	if	your	doctor	accepts	drug-company
hospitality,	or	sponsored	teaching.

You	may	wish	to	make	your	wishes	clear:
For	 example,	 if	 you	 do	 not	 think	 it	 is	 acceptable	 for	 your	 doctor	 to	 go
through	 your	 medical	 history	 with	 a	 sales	 representative	 from	 a	 drug
company,	you	could	ensure	that	they	know	that,	just	in	case.

You	may	wish	to	make	a	request:
For	 example,	 you	might	 suggest	 that	 they	 post	 a	 list	 of	 interactions	with
industry	in	their	waiting	room,	as	suggested	earlier	in	this	book.

There	 are	 also	 the	 usual	 outlets	 that	 anyone	 can	 pursue	 for	 general	 political
activism,	and	for	lobbying	politicians.	It	would	be	good	to	raise	what	you	regard
as	the	key	concerns	with	your	MP,	but	there	is	no	clear	legislation	in	the	pipeline
(in	fact,	quite	the	opposite,	as	you’ve	seen).
If	 you	 have	 time,	 there	 is	 a	 clear	 need	 for	organisers.	Currently	 there	 is	 no

substantial	 public	 campaign	 group	 on	 the	 issues	 raised	 in	 this	 book.	 I	 will
maintain	 a	 list	 of	 involved	 organisations	 on	 the	 Bad	 Pharma	 pages	 at
badscience.net,	but	as	of	now,	these	groups	are	small,	and	focused	on	professions
rather	 than	 patients	 or	 the	 public.	 You	 may	 wish	 to	 offer	 your	 support,
financially	 or	 by	 cheering	 from	 the	 sidelines,	 even	 if	 you	 are	 not	 a	 healthcare
professional.
Lastly,	 since	 changing	 laws	 is	 complex	 business,	 I	 would	 like	 to	 see	 work

from	policy	people,	wonks	who	know	how	government	works,	with	suggestions
of	 how	 some	 of	 the	 problems	 raised	 here	 could	 be	 fixed	 in	 legislation,	 or
otherwise.
At	this	moment	we	should	take	a	brief	moment	to	mention	quacks:	alternative

therapists	 who	 sell	 vitamins	 and	 homeopathy	 sugar	 pills,	 which	 perform	 no
better	than	placebo	in	fair	tests,	and	who	use	even	cruder	marketing	tricks	than
the	ones	described	in	this	book.	These	business	people	often	like	to	pretend,	with
some	swagger,	that	their	trade	somehow	challenges	the	pharmaceutical	industry.
If	they	profit	at	all	from	the	justified	anger	that	people	feel	about	the	problems
you	have	read	about	here,	then	it	comes	at	the	expense	of	genuinely	constructive



activity.	Selling	 ineffective	 sugar	 pills	 is	 not	 a	meaningful	 policy	 response	 the
dangerous	regulatory	failure	in	the	pharmaceutical	industry.

Patients
Patients	are	at	the	centre	of	this	story,	and	you	are	in	a	strong	position.	Firstly,	I
hope	that	you	will	be	asked	to	participate	in	a	trial	at	some	stage	in	your	disease:
trials	 are	 the	only	way	we	have	of	 finding	out	what	works,	 they	 are	 generally
safe,	and	they	save	lives.	There	are	four	simple	questions	you	should	ask	about
any	 trial	you’re	 invited	 to	participate	 in,	 and	 if	you’re	 refused	on	any	count,	 I
would	like	to	hear	about	it:

1.	 Ask	for	a	written	guarantee	that	the	trial	has	been	publicly	registered	before
patients	are	recruited,	and	ask	where	you	can	see	it.

2.	 Ask	 for	 a	 written	 guarantee	 that	 the	 main	 outcome	 of	 the	 trial	 will	 be
published	within	a	maximum	of	one	year	after	completion.

3.	 Ask	for	the	name	of	the	person	who	will	be	responsible	for	that.
4.	 Ask	whether,	as	a	participant	in	the	trial,	you	will	be	offered	a	copy	of	the

report	describing	its	results.

If	 you	 have	 an	 ongoing	medical	 problem,	 there	will	 be	 a	 patient	 group	 that
covers	it,	run	by	people	with	patients’	interests	at	heart.	There	are	problems	with
some	of	these	groups,	as	described	above,	which	you	could	address,	but	I	would
strongly	encourage	a	different	path:	you	can	join	them,	and	then	encourage	these
groups	to	lobby	the	companies	with	which	they	have	relationships.
For	 example,	 there	 is	 one	 important	 letter	 that	 every	 special-interest	 patient

group	 should	 be	 sending	 to	 every	 drug	 company	 in	 the	 world,	 containing	 a
simple	query:	‘We	are	living	with	this	disease:	is	there	anything	at	all	that	you’re
withholding?	 If	 so,	 tell	 us	 today.’	 This	 letter	 serves	 two	 purposes.	 Thinking
optimistically,	 it	might	prompt	a	declaration:	someone	might	disclose	 trial	data
that	they	were	previously	withholding,	and	this	will	improve	patient	care.	But	if
they	don’t,	and	they	have	something	they	should	be	sharing,	then	you	have	still
done	something	valuable:	you	have	created	anxiety;	you	have	forced	someone	to
attach	 their	 name	 to	 the	 responsibility	 of	misleading	 you;	 and	 you	 have	 put	 a
clear	 date-stamp	 on	 a	 company’s	 ongoing	 dishonesty.	 If	 a	 company	 denies
withholding	trial	data	on	drugs	for	your	disease	today,	in	2012,	but	is	then	caught
out	in	2014,	and	puts	out	a	press	release	saying	‘Everything	has	changed	now,’
you	will	know,	for	certain,	that	it	was	still	willing	to	mislead	and	harm	patients



in	2012.

Patient	groups
There	 is	 much	 more	 that	 patient	 groups	 can	 do,	 in	 their	 role	 as	 collective
organisers,	and	 I	would	strongly	encourage	 these	groups	 to	meet,	and	consider
what	they	can	do	to	address	the	issues	in	this	book,	using	the	unique	resources
they	have.	At	present,	 for	 example,	 it	 is	 nobody’s	 job	 to	monitor	missing	 trial
results:	 so	 even	 though	we	 have	 huge	 registries	 filled	with	 details	 of	 ongoing
studies,	 nobody	 is	 flagging	 up	 the	 trials	 which	 have	 completed,	 but	 failed	 to
publish.	We	should	 remember	 that	 it	was	 independent	academics,	 investigating
on	 a	whim,	who	 discovered	 that	 only	 one	 in	 five	 trials	 had	met	 the	 reporting
requirements	 of	 the	 FDA’s	 new	 law	 from	 2007.	 The	 absence	 of	 proper,
centralised	compliance	auditing	for	withheld	trial	results	is	a	catastrophic	failure
in	 the	 information	 architecture	 of	 evidence-based	medicine,	 but	 since	 it	 hasn’t
been	fixed,	patient	groups	are	in	a	very	strong	position	to	do	the	job.
They	can	act	as	observers	for	their	own	area,	monitor	the	registers,	look	at	the

completion	dates	of	trials,	and	then	hunt	for	the	publications.	If	researchers	fail
to	produce	results	within	a	year,	patient	groups	should	first	name	them	–	since
this	carries	a	valuable	public	sting,	which	can	change	behaviour	in	future	–	then
contact	 them,	and	ask	 for	 the	data	 that	will	 improve	 their	members’	 treatment.
Patient	 groups	 are	 also	 in	 a	 strong	 position,	 with	 their	 extensive	 grass	 roots
membership,	to	find	out	about	trials	which	are	being	conducted,	but	which	have
not	been	placed	on	a	trials	register.	If	there	are	patient	groups	who	are	willing	to
address	the	problems	in	this	book,	I	would	be	happy	to	work	with	them	to	help
develop	further	interventions,	as	would	many	other	doctors	and	academics.

Doctors
Medics,	in	my	view,	need	to	think	and	talk	about	these	issues	much	more,	share
what	 they	 know,	 and	 act.	 This	 might	 mean	 a	 number	 of	 things,	 as	 discussed
earlier	 in	 the	 book:	 individuals	 could	 avoid	 industry	 marketing;	 declare	 what
they’ve	 had	 to	 their	 patients;	 decline	 sandwiches	 and	 free	 flights;	 and	 so	 on.
They	could	also	engage	with	the	senior	figures	in	their	professional	societies	and
Royal	 Colleges,	 to	 try	 and	 encourage	 them	 to	 step	 back	 from	 the	 current
dangerous	positions	that	most	hold.

Medical	schools
Medical	 schools	 can	 teach	 medical	 students	 about	 how	 to	 spot	 bad	 evidence
from	the	pharmaceutical	industry,	and	in	particular,	how	its	marketing	techniques



work.	 There	 is	 some	 evidence	 from	 the	 US	 that	 students	 taught	 about	 these
techniques	 are	 better	 able	 to	 spot	 distortions	 in	 promotional	material,	 and	 this
deserves	much	more	 concerted	work:	 the	 current	 generation	 of	 trainee	 doctors
will	go	on	to	practise	medicine	independently	for	at	least	three	decades,	without
any	further	formal	teaching.	If	we	do	not	future-proof	them,	they	will	be	taught
by	industry,	with	the	encouragement	of	the	government	and	–	reading	the	latest
collaborative	 document	 –	 with	 the	 encouragement	 of	 every	 eminent	 medical
body	in	the	UK.	If	there	is	to	be	any	hope	of	defending	the	medical	profession
against	the	technical	distortions	used	as	marketing	techniques	by	industry,	young
doctors	must	be	trained	to	identify	them.

Ghostwriters
Commercial	 medical	 writers	 –	 and	 the	 International	 Committee	 of	 Medical
Journal	 Editors	 –	 need	 to	 fix	 their	 ridiculous	 guidelines,	 because	 everybody
knows	that	they	still	permit	ghostwriting	to	happen.	Commercial	medical	writers
could	 organise	 an	 amnesty	 where	 they	 expose	 every	 paper	 they’ve	 covertly
written,	 and	 every	 ghost	 author	 they’ve	 ever	 paid,	 on	 ethical	 grounds,	 for	 the
protection	of	patients.	They	won’t,	but	they	could.

Lawyers
In	 the	US,	 individuals	and	 the	state	are	better	able	 to	 take	action	against	 those
who	 have	 harmed	 them,	 often	 reframing	 the	 issue	 in	 terms	 of	 financial	 fraud.
Drug	companies	are	not	the	only	target	here,	and	many	have	argued	recently	that
ghostwritten	 articles	 also	 present	 an	 opportunity.7	 If	 a	 patient	 is	 injured,	when
their	doctor	is	relying	on	the	content	of	an	article	that	was	covertly	manipulated,
then	 the	 commercial	medical	writers,	 the	 ‘ghost	 authors’,	 could	be	held	 liable.
More	than	that,	the	‘guest	authors’	–	the	academics	who	allowed	their	names	to
be	 put	 onto	 these	 papers,	 despite	minimal	 contribution,	 often	 in	 exchange	 for
money	 –	 might	 also	 bear	 responsibility.	 If	 an	 academic	 paper	 is	 used	 by
Medicare	or	Medicaid,	in	the	US,	to	justify	off-label	use	of	a	drug,	but	that	paper
subsequently	turns	out	to	be	ghostwritten	and	distorted,	then,	again,	the	authors
may	be	liable	for	this	act	of	fraud,	perpetrated	on	the	government.	There	are	also
anti-kickback	laws	to	consider,	and	a	clear	precedent	that	the	First	Amendment
right	to	freedom	of	speech	does	not	shield	fraud.	This	could	rapidly	become	an
interesting	avenue.

Journal	editors



Journal	editors	are	the	current	gatekeepers	for	medical	evidence,	and	they	have
dropped	the	ball.	All	journals	should	declare	their	industry	income,	in	full,	and
no	journal	should	permit	any	trial	to	deceitfully	switch	its	primary	outcomes:	this
practice	 misleads	 doctors	 and	 harms	 patients.	 All	 journal	 articles	 reporting
unregistered	trials	should	state	this	fact	clearly,	and	the	ICMJE	should	publicly
declare	that	they	have	failed	to	police	this	practice,	so	that	others	know	to	fix	it
properly.

The	pharmaceutical	industry
There	is	a	great	deal	to	cover	here,	and	much	has	already	been	said	in	the	book,
but	 there	 is	a	 special	call	 I	would	 like	 to	make,	 to	 the	many	good	people	who
work	 in	 industry.	 It’s	 possible	 for	 companies	 and	 professions	 to	 be	 structured
such	 that	 good	 people	 participate	 in	 projects	 which	 overall	 do	 great	 harm,
without	 necessarily	 ever	 knowing.	 I	 strongly	 encourage	 you	 to	 familiarise
yourself	with	 the	 activities	 of	 your	 company,	 and	 the	 real	 details	 of	 any	 legal
cases	brought	against	them,	and	criticisms	made	in	the	academic	literature.
I	also	strongly	encourage	you	to	become	a	whistleblower,	whenever	you	see

things	being	done	that	are	wrong,	using	three	main	vehicles,	in	ascending	order
of	 melodrama.	 At	 the	 simplest	 level,	 if	 you	 can	 handle	 the	 secrecy	 properly,
write	an	anonymous	blog,	explaining	what	you	see	on	a	daily	basis:	 the	banal,
mild	distortions,	 the	days	when	you’re	asked	 to	hunt	 in	a	data	 file	and	cherry-
pick	any	pattern	that	makes	your	company’s	drug	look	good,	the	unofficial	sales
advice	you’re	given	as	a	drug	rep,	and	so	on.	Next,	I’d	appreciate	specific	leaks,
on	ben@badscience.net	(but	please	don’t	send	me	confidential	information	from
your	work	email	address).	Lastly,	many	of	you	reading	this	have	access	to	large
quantities	of	data	or	documents	that	would	change	the	lives	of	patients,	and	help
to	prevent	ongoing	suffering	and	harm.	I	would	appreciate	a	data	dump,	on	the
scale	 of	 the	 US	 Iraq	 and	 Afghanistan	 war	 records,	 and	 if	 I’m	 honest,	 I’m
surprised	and	disappointed	 this	hasn’t	happened	yet.	 If	you	need	any	help,	 just
ask:	I	will	do	everything	I	can	to	assist	you.

Professional	bodies
The	Royal	Colleges,	the	faculties,	and	the	societies,	have	failed	us.	There	is	still
no	professional	body	 in	 the	UK,	other	 than	 the	 tiny	Faculty	of	Pharmaceutical
Medicine,	that	has	stood	up	and	declared	that	withholding	trial	data	is	unethical,
immoral	and	grounds	for	expulsion	of	 its	members.	If	 these	organisations	have
integrity,	 they	will	 fix	 this;	alternatively,	 if	 the	senior	members	 truly	 think	 that



withholding	trial	data	is	fine	and	acceptable,	then	they	should	come	out	and	say
so,	clearly,	 to	 their	members	and	to	patients.	I’m	not	 the	first	 to	raise	this,	so	I
have	 low	expectations.	 If	you	are	a	member	of	one	of	 these	organisations,	you
could	write	 and	 ask	why	 it	 does	not	have	 a	policy	of	 chastising	 and	 expelling
people	 who	 harm	 patients	 by	 withholding	 trial	 data.	 Please,	 send	 me	 their
responses,	or	better	still,	simply	post	them	online.

Funders
Money	 is	 short,	 outside	 of	 industry-funded	 research.	 Organisations	 like	 the
National	 Institute	 for	Health	Research	already	do	a	great	 job,	 funding	 trials	on
important	questions	 that	drug	companies	won’t	want	 to	pay	 for:	 it	assesses	 the
benefits	 of	 older	 drugs,	 for	 example,	 or	 of	 treatments	 that	 don’t	 involve
commercial	products	(I	should	say	that	I	sit	on	one	of	these	funding	committees).
But	I	believe	that	public	funders	should	have	two	further	priorities.	Firstly,	there
are	 some	 small	 outstanding	 evidence	 gaps	 in	 our	 knowledge	 of	 how	 industry
distorts	 medical	 prescribing	 practice,	 and	 this	 is	 not	 a	 field	 that	 the
pharmaceutical	 industry	 is	 likely	 to	 fund.	 More	 than	 that,	 as	 I	 argued	 at	 the
beginning	 of	 the	 marketing	 section:	 the	 great	 horizon	 for	 evidence-based
medicine	 is	 finding	new	methods	 and	 tools	 for	 disseminating	 the	 evidence	we
already	have,	to	doctors	and	other	decision-makers.	This	will	require	innovative
collaboration	between	coders,	pharmacists,	librarians,	doctors	and	academics.	At
the	simplest	level,	I’m	always	frustrated	that	I	can’t	press	a	button,	when	reading
a	systematic	review,	to	say	‘notify	me	when	this	summary	is	updated	with	new
trial	 results’.	 In	 more	 elaborate	 terms,	 it’s	 clear	 that	 we	 should	 be	 moving
medical	 knowledge	 and	 trial	 results	 into	 structured	 databases;	 and	 perhaps
embedding	high-quality	 contextual	 advice	 into	 a	 doctor’s	 routine	workflow,	 as
they	sit	at	the	computer	in	their	office.

Academics	and	nerds
This	 book	 is	 filled	 with	 exciting	 untapped	 areas.	 There	 are	 the	 big	 jobs,	 on
organising	medical	knowledge,	from	the	section	above,	but	also	an	avalanche	of
smaller	studies,	many	of	which	could	be	done	as	undergraduate	dissertations.	Do
a	fact-checking	audit	of	claims	from	drug	reps;	gather	quantitative	evidence	on
industry	 sponsorship	 in	 your	medical	 school;	 find	 out	 about	 your	 university’s
policies	on	hiding	 trial	data	 (or	anything	else);	and	 then	collaborate	with	other
medical	 schools,	 to	 gather	 comparative	 national	 data.	 Share	 your	 ideas,	 and
publish	your	results:	we	are	all	cheering	you	on.



GLOSSARY

ABPI	–	The	Association	of	the	British	Pharmaceutical	Industry.
ACCME	–	The	Accreditation	Council	for	Continuing	Medical	Education.
BNF	–	British	National	Formulary.
CME	–	Continuing	medical	education.
CSR	–	Clinical	study	report.
EMA	–	The	European	Medicines	Agency,	the	European	drugs	regulator.
FDA	–	The	Food	and	Drug	Administration,	the	US	drugs	regulator.
GCP	–	Good	Clinical	Practice	guidelines.
Generic	drug	–	When	a	drug	is	first	invented,	it	is	owned	by	the	company,	and
no	one	else	is	allowed	to	manufacture	and	sell	 it.	A	drug	usually	comes	off
patent	eighteen	years	after	it	was	first	registered,	and	about	ten	years	after	it
comes	onto	 the	market.	After	 that,	 any	company	can	make	a	copy	of	 it,	 as
with	very	old	drugs	such	as	paracetamol	or	aspirin.	When	this	happens,	you
can’t	make	much	profit	out	of	selling	it.

GMC	–	General	Medical	Council.
ICH	–	International	Conference	on	Harmonisation.
ICMJE	–	International	Committee	of	Medical	Journal	Editors.
JAMA	–	Journal	of	the	American	Medical	Association.
KOL	–	‘Key	opinion	leader’.
MHRA	–	Medicines	and	Healthcare	products	Regulatory	Agency.
NEJM	–	New	England	Journal	of	Medicine.
Off-label	–	A	drug	is	allowed	onto	the	market	by	a	regulator	on	the	condition
that	it	can	only	be	marketed	for	use	in	a	specific	medical	condition.	Doctors
can	use	the	drug	for	other	medical	problems	if	they	wish,	but	this	use	is	‘off-
label’.

Off	patent	–	A	drug	that	is	out	of	patent	(see	generic	drug).



PMCPA	–	Prescriptions	Medicines	Code	of	Practice	Authority.
Publication	 bias	 –	 The	 phenomenon	 whereby	 trials	 with	 results	 regarded	 as
unflattering	or	uninteresting	are	left	unpublished.

SSRI	–	Selective	serotonin	reuptake	inhibitor.
Surrogate	outcome	–	Real-world	problems	are	what	we	really	want	 to	change
with	medicines:	things	like	death,	heart	attack	or	stroke.	A	surrogate	outcome
is	 something	 that	 is	 easier	 to	 measure,	 like	 blood	 pressure	 or	 cholesterol
levels,	that	we	hope	is	a	proxy	for	those	outcomes.	Often	they	are	not	as	good
at	predicting	real-world	outcomes	as	we	think.
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It’s	 a	 common	 joke	 in	 evidence-based	 medicine	 that	 whenever	 you	 think



you’ve	had	an	idea,	Iain	Chalmers	has	probably	written	it	up	in	an	essay	fifteen
years	 earlier.	He	helped	 to	 formulate	many	of	 the	key	 ideas	 in	 evidence-based
medicine,	 and	 to	 spot	 the	problems,	 and	 I	hope	 I’ve	 attributed	enough	 to	him.
There	are	also	many	other	academics	whose	work	comes	up	repeatedly:	some	of
them	I’ve	met,	most	of	them	I’ve	not,	but	where	you	see	recurring	names	in	the
references,	 it’s	 fair	 to	 say	 that	we	 all	 stand	on	 their	 shoulders.	There	 are	huge
rewards	 in	medicine,	 but	 they’re	 not	 reliably	 in	 the	 right	 places.	Many	 of	 the
people	whose	work	is	cited	in	this	book	have	taken	a	personal	hit,	on	income	and
eminence,	to	work	on	the	serious	systemic	problems	in	medicine.	They	are	quiet
heroes.	It’s	an	honour	to	spread	their	work	more	widely.

There	are	many	excellent	review	papers	on	the	issues	raised	in	this	book,	and	I
have	 highlighted	 them	 in	 the	 references	wherever	 possible.	 I	 have	 specifically
tried	 to	 seek	out	 papers	 that	 are	 freely	 accessible	 (look	 for	 the	 references	 to	 a
journal	called	PLoS,	in	particular),	though	some	sadly	are	still	behind	academic
journal	paywalls.
There	 are	 also	many	 excellent	 books	 that	 have	 covered	 some	 of	 the	 issues

around	bad	behaviour	by	the	pharmaceutical	industry,	though	all	are	US-focused,
many	are	now	almost	a	decade	old,	and	none	have	focused	missing	data.	If	you
are	 keen	 to	 read	more	 on	 any	 specific	 area,	 there	 are	 several	 books	 that	 have
influenced	my	thinking	over	the	years.
Jerome	Kassirer	was	editor	of	the	NEJM,	and	his	On	the	Take	(2004)	is	great

on	 the	marketing	 issues,	 and	 the	way	 that	 continuing	medical	 education	 in	 the
US	has	been	captured	by	industry.	Marcia	Angell	was	also	NEJM	editor,	and	her
book	 The	 Truth	 About	 Drug	 Companies	 (2005)	 first	 brought	 the	 story	 of
marketing,	 institutional	 corruption	 and	 bad	 evidence	 to	 a	 larger	 audience.
Richard	Smith	is	the	previous	editor	of	the	BMJ,	and	his	book	The	Trouble	With
Medical	 Journals	 (2006)	 explains	 itself.	 Ray	 Moynihan’s	 various	 books	 on
medicalisation	 are	 all	 excellent.	 Donald	 Light	 recently	 edited	 The	 Risks	 of
Prescription	 Drugs	 (2010),	 which	 is	 a	 good	 collection	 on	 contemporary
problems,	especially	the	lack	of	innovation.	Melody	Petersen,	previously	of	the
New	York	Times,	wrote	Our	Daily	Meds	(2008),	which	is	excellent	on	marketing
in	the	US.	Daniel	Carlat	is	a	bioethicist,	and	his	White	Coat	Black	Hat	(2007)	is
great	 on	 the	 ethical	 issues	 around	 drug	 testing.	 Tom	Nesi’s	 book	 on	Vioxx	 is
magnificent.
While	 criticising	 bad	 behaviour	 from	 industry	 is	 important,	 I’m	 also	 struck

that	the	public	have	little	opportunity	to	read	about	the	basic	techniques	used	to



appraise	 new	 treatments,	 find	 out	 what	 works,	 and	 spot	 what	 harms.	 Testing
Treatments	(2006,	second	edition	2011)	by	Imogen	Evans,	Hazel	Thornton,	Iain
Chalmers	and	Paul	Glasziou	remains	 the	single	go-to	book	on	 this	 topic	 in	my
view,	 published	 in	 several	 languages	 and	 also	 available	 free	 online	 at
testingtreatments.org	 (I	 should	 mention	 that	 I	 wrote	 the	 foreword).	 Powerful
Medicines	 (2005)	 by	 Jerry	 Avorn	 is	 the	 first	 attempt	 I’ve	 seen	 by	 a
pharmacoepidemiologist	to	explain	the	science	of	side	effects	monitoring	to	the
public.	How	to	Read	a	Paper	by	Trisha	Greenhalgh	remains	the	medical-student
bible	 on	 critically	 appraising	 academic	 papers,	 and	 it	 can	 be	 understood	 by
anyone.

Finally,	I	have	no	doubt	that	there	will	be	some	mistakes	in	this	book,	whether
they	are	small	slips,	misinterpretations	or	perhaps	unfair	slurs.	I	should	say	that
I’ve	written	it	to	illustrate	underlying	themes,	not	to	rubbish	any	particular	drug
or	 company;	 and	 so	 I	 hope	 the	 criticism	 has	 been	 roughly	 evenly	 distributed,
perhaps	according	 to	market	 share.	 I	certainly	don’t	 think	any	one	company	 is
any	better	than	any	other.	If	you	do	find	an	error	of	fact,	do	let	me	know,	and	if
it’s	a	genuine	error,	I	will	happily	correct	the	text.	In	the	unlikely	event	that	any
example	I’ve	used	is	simply	wrong,	there	will	be	another	to	slot	in	its	place.	If
you	like	–	if	it’s	in	your	nature,	and	if	that	is	how	you’d	like	others	to	see	you	–
you	can	point	out	mistakes	with	self-righteous	fury.	Or	you	can	just	point	them
out.	I’ll	be	cheerful	in	either	case,	but	more	than	anything:	I’m	certain	there	is	no
error	 that	will	change	 the	argument	of	 the	book,	 so	your	 feedback	will	help	 to
make	the	argument	stronger.
On	a	related	note,	in	the	UK	(especially)	there	is	a	vogue	for	large	companies

to	sue	writers	over	critical	concerns	 they	have	raised,	 in	 the	public	 interest,	on
matters	of	science	and	health.	I’ve	experienced	success	in	libel	cases,	and	have
helped	 to	 drive	 a	 partially	 successful	 campaign	 to	 change	 the	 libel	 laws	 in
Britain.	 Even	where	 libel	 cases	 have	 been	 technically	 successful	 –	 though	 for
clarity,	 none	 against	 me	 has	 ever	 been	 –	 these	 have	 often	 backfired	 on	 the
litigant’s	reputation.	There	is	a	strong	sense	among	the	public	that	libel	is	used	to
dissuade	 people	 from	 raising	 legitimate	 concerns,	 or	 to	 create	 anxiety,
encouraging	writers	to	police	themselves	and	steer	away	from	anything	critical.	I
mention	this	because,	as	I	said,	I’ve	tried	very	hard	to	be	accurate	in	this	book.
If	 you	 genuinely	 feel	 that	 you	 or	 your	 company	 has	 been	 libelled,	 or	 that

something	 in	here	 is	plainly	untrue,	 I	encourage	you	 to	drop	me	a	note,	 so	we
can	look	at	your	concerns	and	change	what’s	written,	if	appropriate,	or	clarify.	I



offer	this	freely,	with	no	sense	of	either	fear	or	threat:	I	just	think	it’s	how	things
should	work.	As	I	have	repeatedly	reiterated	throughout	this	book,	the	problems
it	describes	are	systemic	and	widespread.	The	specific	stories	I	have	included	are
intended	to	illustrate	points	of	methodology,	and	those	points	would	only	make
sense	 if	 they	 were	 attached	 to	 real	 studies.	 I	 hope	 you’ll	 view	 any	 story	 that
relates	 to	 you	 in	 the	 spirit	 in	 which	 it	 is	 intended,	 and	 recognise	 the	 genuine
concern	 and	 public	 interest	 in	 the	 issues	 raised,	 as	 well	 as	 the	 room	 for
improvement	in	your	industry.
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*	 Instead	 of	 designing	 elaborate	 new	 studies	 to	 see	 whether	 people	 could
consciously	 see	 forward	 in	 time,	 Bem	 simply	 ran	 some	 classic	 psychology
experiments	 backwards.	 So,	 for	 example,	 he	 conducted	 a	 well-known
experiment	on	subliminal	influence,	where	you	show	people	two	mirror	images
of	 the	same	picture,	and	 then	ask	 them	which	 they	prefer;	but	you	 flash	up	an
unpleasant	 subliminal	 image	 underneath	 one	 or	 other	 image	 for	 just	 a	 few
milliseconds	before	they	make	their	choice.	In	the	normal	run	of	this	study,	the
subliminal	 image	makes	 people	 less	 likely	 to	 choose	 that	 option.	 In	 the	 Bem
study,	 the	 unpleasant	 subliminal	 images	 were	 flashed	 up	 just	 after	 the
participants	made	 their	choice	of	 favourite	 image.	However	unlikely	 it	 sounds,
Bem	found	that	these	subliminal	images	still	had	an	effect	on	people’s	choices.



*	Iain	Chalmers	was	knighted	for	setting	up	the	Cochrane	Collaboration.	Being
very	practical	people,	 the	researchers	at	Cochrane	wanted	to	know	if	 there	was
any	real	value	in	 this,	so	 they	ran	a	randomised	trial.	Were	recipients	of	 letters
from	‘Iain	Chalmers’	more	or	less	likely	to	respond,	they	wondered,	if	he	signed
his	name	‘Sir	Iain	Chalmers’?	A	simple	system	was	set	up,	and	just	before	they
were	posted,	outgoing	 letters	were	 randomly	signed	 ‘Sir	 Iain	Chalmers’	or	 just
‘Iain	Chalmers’.	The	 researchers	 then	 compared	 the	number	of	 replies	 to	 each
signature:	and	the	‘Sir’	made	no	difference	at	all.	This	study	is	published	in	full	–
despite	 reporting	 a	 negative	 result	 –	 in	 the	 Journal	 of	 the	 Royal	 Society	 of
Medicine,	and	it	is	not	a	flippant	subject	for	research.	There	are	many	knights	in
medicine;	 there	 are	 troubling	 things	 you	 can	 do	 to	 increase	 your	 chance	 of
becoming	one;	and	lots	of	people	think,	‘If	I	was	a	knight,	people	would	take	my
good	ideas	much	more	seriously.’	The	paper	is	titled	‘Yes	Sir,	No	Sir,	not	much
difference	Sir’.54	After	reading	it,	you	can	relax	your	ambitions.



*	Setting	out	a	simple	list	of	trials	is	also	important	for	other	reasons,	including
something	 called	 ‘duplicate	 publication’.	 A	 British	 anaesthetist	 called	 Martin
Tramèr	conducted	a	review	on	the	efficacy	of	a	nausea	drug	called	ondansetron,
and	noticed	that	lots	of	the	data	seemed	to	be	replicated.	On	closer	inspection,	it
turned	out	 that	 lots	of	 trials	had	been	conducted	in	lots	of	different	places,	and
then	 bundled	 up	 into	multi-centre	 trials.77	 But	 the	 results	 for	many	 individual
patients	had	been	written	up	several	 times	over,	bundled	up	with	other	data,	 in
different	journals	and	different	papers.	Crucially,	data	which	showed	the	drug	in
a	better	light	were	more	likely	to	be	duplicated	than	the	data	which	showed	it	to
be	 less	 impressive;	overall	 this	 led	 to	 a	23	per	 cent	overestimate	of	 the	drug’s
efficacy.



*	 If	 this	 is	 of	 particular	 interest	 to	 you,	 it’s	 covered	 at	 length	 in	my	 previous
book,	Bad	Science.



*	This	is	tough,	but	here’s	how	to	think	through	the	derivation	of	the	3/n	rule,	if
you’re	 statistically	 inclined.	 Let’s	 say	we’re	 eating	week-old	 chicken,	 and	 the
probability	of	death	is	0.2,	so	the	probability	of	no	death	is	(1–0.2),	which	is	0.8.
If	we	have	two	observations	–	I	eat	mouldy	chicken	twice	–	then	the	probability
of	 ‘no	death’	 is	 less:	 it’s	0.8	x	0.8,	or	0.64	 (so,	my	chances	of	death	are	 rising
with	every	meal	of	mouldy	chicken	I	eat).	If	I	eat	mouldy	chicken	n	times,	the
probability	of	no	death	is	0.8^n,	or,	to	go	back	to	where	the	0.8	came	from,	that’s
(1–0.2)^n,	or	more	generally	(1–risk)^n.	Now	we	want	to	sit	at	the	other	end	of
the	 telescope.	 We	 want	 to	 know	 the	 maximum	 possible	 risk	 of	 something
happening	 that	 is	 compatible	 with	 never	 having	 seen	 it	 happen,	 after	 n
observations	 (or	mouldy-chicken	meals),	 with	 at	most	 a	 5	 per	 cent	margin	 of
error.	 In	 equation	 terms,	 we	 would	 say	 that	 (1–risk)^n	 equals	 0.05,	 or	 rather,
since	we’re	 not	 interested	 in	 (1–risk),	 but	 in	 (1–maximum	 risk),	we’d	 say	 (1–
maximum	risk)^n=0.05.	Now	we	just	have	to	rearrange	that	equation,	to	make	it
give	 us	 maximum	 risk	 when	 we	 know	 n.	 The	 calculus-wrestling	 goes:	 1–
maximum	risk	=	0.05^(1/n),	and	for	n	greater	 than	30	 that’s	approximately	 the
same	 as	 1–maximum	 risk	 =	 1–(3/n).	 We’re	 nearly	 there:	 take	 away	 the	 ‘one
minus’	on	both	sides	and	you	have	maximum	risk	=	3/n.	That	may	have	been	a
bit	 tougher	 than	 your	 average	 Vorderman	maths	 session,	 but	 it	 is	 much	more
useful.	‘I’ve	Never	Met	a	Nice	South	African’	is	a	racist	song	about	racists.	Now
you	know	to	ask:	‘How	many	have	you	met?’



*	Was	 that	 a	mistake?	The	 ‘transparency	 guidelines’	 themselves	 are	weak	 and
confused:	 they	give	no	deadline	for	reporting,	for	example.	The	EMA	objected
strongly	when	HAI’s	 report	was	 published	 in	 2010.	You	 are	mistaken,	 it	 said:
patient	groups	tell	us	about	their	funding,	they	don’t	tell	the	public,	and	neither
do	we.	 I	 think	 it’s	 fair	 to	 say	 that	 this	 is	 indicative	 of	 the	EMA’s	 approach	 to
transparency	more	broadly.	The	one	thing	that	made	these	organisations	declare
their	 funding	was	HAI	 calling	 up	 and	 asking	 questions	 about	 it.	 That	 goes	 to
show	the	power	of	embarrassment	as	a	public-policy	tool.



*	 The	 other	 reason	 is	 that	 court	 cases	 set	 precedents,	 and	 make	 future	 cases
against	a	company	much	easier	to	fight.	Because	of	this,	companies	settle	before
cases	come	to	court	when	they	think	the	result	might	go	against	them	–	meaning
that	 they	 control	 the	 public	 legal	 discourse	 as	 well	 as	 the	 public	 academic
discourse.	A	paper	on	this	subject,	called	‘Why	the	Haves	Come	Out	Ahead’,	is
one	of	the	most	widely	cited	in	legal	academia.79
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